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Did You Know...
RMAI's Past Webinars Are Available Online

Complimentary

00

Earn education credits by watching I \\I Webinar Access
RMAI’s past webinars: all our live for RMAI
webinars are recorded and . Members
available for viewing 24/7. Regular e
monthly webinars are free for
members!

Watch recorded webinars:
https://rmaintl.org/education/online-education/
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RMAI’s Receivables Management Certification Program
Professional Designations for Businesses and Individuals

Earn the Certified Receivables Compliance Professional (CRCP) designation by obtaining 24 continuing education
credits—like these—in subjects related to the receivables management industry.

Earn the Certified Receivables Business (CRB) or Certified Receivables Vendor (CRV) by complying with uniform and
rigorous industry standards of best practices (including account documentation, consumer complaint and dispute
resolution, vendor management, resale, and other operational procedures) and passing a background check.

Testimonial

I’'ve been an RMAI member since 2001, and this year | earned the RMAI
Certified Receivables Compliance Professional (CRCP) designation. The
educational webinars | took to earn the CRCP designation were excellent and
very informative. The presenters were all dynamic individuals and leaders in
the collection industry. | was impressed with how they addressed timely topics
affecting our legal collection workspace. If you want to advance yourself or
your business in the receivables management industry, | highly recommend

; G ) e the RMAI Receivables Management Certification Program.
é@ V5 :

.@fgfgg .

h'h‘ﬁ){'li : - Russell L. London, Esq., LONDON & LONDON
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Disclaimer

This information is not intended to be legal advice and
may not be used as legal advice. Legal advice must be

tailored to the specific circumstances of each case.

Every effort has been made to assure this information is
up-to-date. It is not intended to be a full and exhaustive
explanation of the law in any area, nor should it be used

to replace the advice of your own legal counsel.

Any opinions expressed are the opinions of the speaker

and not their organization or RMAL.
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Today’s Session

« What is Atrtificial Intelligence, Machine Learning, and

Alternative Data?
* Legal and Regulatory Background
« Fair Lending/Equal Credit/Prohibitions on

Discrimination

« Some Steps to be Prepared
RMAI Certification

Additional Considerations
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What is Artificial Intelligence,
Machine Learning, and Alternative
Data”
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= The mainstream use of artificial intelligence and machine learning in financial
services is helping business enterprises to pull out actionable insights from
large and complex datasets and deliver services.

= |t comes in the form of deep learning technologies, autonomous processes, or
smart robots.

= Artificial intelligence is making its presence felt everywhere in the connected
world.

« Chatbots, virtual assistants, and business intelligence bots
Targeted online advertising

Predictive analytics

Voice recognition

Pattern recognition
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« Financial institutions are exploring how best to leverage developments in Al and
ML for credit decisioning and AML efforts.

« Artificial Intelligence (Al) is a term used to address various technologies
and systems able to perform tasks that normally require human intelligence,
such as visual perception, speech recognition, decision-making, and
translation between languages.

« Machine learning (ML) refers to algorithms that improve their performance
through the sharing or analysis of pattern information.
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« Alternative data means information not typically found in the consumer’s credit
files of the nationwide consumer reportln%_agenmes or customarily provided by
consumers as part of applications for credit.

« Examples of alternative data include information derived from a customer’s
SO?I&]{ media activities, mobile device data, website data, and online browsing
activity.

 Financial services industry is increasingly using alternative sources of data to
streamline and improve credit underwriting, advertising and marketing, and more.

* Prudential banking regulators recognize that alternative data may be used in
connection with fraud detection, credit underwriting, and account servicing and
management.
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« U.S. banking regulators have recognized that the use of alternative data “may
improve the speed and accuracy of credit decisions and may help firms
evaluate the creditworthiness of consumers who currently may not obtain
credit in the mainstream credit system . . . . These innovations reflect the
continuing evolution of automated underwriting and credit score modeling,
offering the potential to lower the cost of credit and increase access to credit.”
Interagency Statement on the Use of Alternative Data in Credit Underwriting

- Banking regulators have cautioned financial institutions to engage in
“responsible use of such data,” and to ensure that any such use complies
with applicable consumer protection laws and regulations.
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https://files.consumerfinance.gov/f/documents/cfpb_interagency-statement_alternative-data.pdf.

Legal and Regulatory Overview
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Federal and State Laws

* |s there an overall Al-focused federal law?

* Federal Equal Credit Opportunity Act (“ECOA”) prohibits credit discrimination on the basis of race,
colqr,trellglon, national origin, sex, marital status, age, or because the applicant receives public
assistance.

. Sltate antidiscrimination laws contain similar provisions, but possibly additional protected
classes.
« Federal Fair Credit Reporting Act ("FCRA”) requires:

» Disclosures to potential employees, tenants, borrowers, and others regarding credit or
background checks

» Disclosures if the report will lead to an adverse action
e investment Advisers Act
« Enforcement re “robo-advisers” that make false statements about investment products and
published misleading ads, violating federal Investment Advisers Act of 1940. ¢
 FTC Act proscribes unfair methods of competition and unfair or deceptive commercial practices.

« Consumer Financial Protection Act prohibits unfair, dec?f)tive or abusive acts and practices by
Phrowders of consumer financial products or services and by those providing material services to
em.

« State privacy and data security laws, including rights to be forgotten or not subject to an entire
automated decision.
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The Algorithmic Accountability Act (H.R. 6580) and related bills would:

* Require covered persons to assess impact of certain automated decision systems
on accuracy, fairness, bias, discrimination, privacy, and security

« Correct problems discovered through impact assessments

The Algorithmic Justice and Online Platform Transparency Act (H.R. 3611) and

related bills would:

 Prohibit algorithms that discriminate based on protected characteristics or
otherwise harm users

« Require online platforms to take reasonable steps to ensure algorithms achieve
their intended purposes

 Mandate disclosures to users, recordkeeping, and reporting
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Additional Proposals

« DC “Stop Discrimination by
Algorithms Act of 2021

« Bill would prohibit users of
algorithmic decision-making in a
discriminatory manner and would
require corresponding notices to
Individuals whose personal
information is used in certain
algorithms to determine employment,
housing, healthcare and financial
lending.

» Hearing on 9/22/22 at Noon ET.
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Office of the Attorney General for the District of Columbia (

AG Racine Introduces Legislation to Stop Discrimination In Automated Decision- B (HrrpesmarT
. L . ) (HTTPEXTANENFTES
Making Tools That Impact Individuals' Daily Lives A e

NTRIMFIMERSCERICE
EGISE RTIO
December 9, 2021 STORGTORTO Mk

The First Comprehensive 8il of its Kind, the Legisiation Would Ho'd Companies & Organizations Accourstabie if Their Algoritiims Hamm Vulneraive Communities

WASHINGTON, D.C. - Attorney General Karl A. Racine
and prohibit companies and institutions from wsing algerithms that produce biased or discriminatory results and lock individuals, especially members
of vulnerable communities, out of cr

today intraduced landmark |egislation to strengthen civil rights protections for District residents

spportunities, like jobs and housing

The legislation - the first cormprehensive bill of
automated decision-making algorithms and requine
g companies to inform consumers about what persanal in
ninatory algarithms car

type across the country = would hold businesses scoountable for preventing biases in their

m to report and correct any bias that is detected. The proposal would also
rhiation is used to make
2 harmes they can purchase, the

CrEase

how that inf:

decisions. Discr

mpact individuals® everyday v

s,

tuding the schools they ean go to,

are hired for. Te root out discrimination in automeates

oukd

cans they get approved, and the jobs the: decision-rmaking teals, AG Racine's legis|atios

make It lllegal for businesses and organizations to use discriminatery algorithms in four key areas of life opportunities: education, employrment,

housing, and public accommodations and services including credit, health care, and insurance.

“Mat sun

wgly, algorithmic decision-making computer pragrams have been convineingly proven to replicate and, worse, exacerbate racial and
other illegal bias in critical services that all residents of the United States regquire to function in our treasured capitalistic society] said AG

Racine. "That includes obtaining a morigage, automobile f-uanr:ihg. student loans, any application for credit, health care, assessments for admission
1o educational institutions from elementary school to the highest level of professional education, and other core points of access to opportunities to
a better life. This so-called artificial intelligence is the engine of algorithms that are, in fact, far less esmart than they are portrayed, and more
diseriminatory and unfair than big data wants you ta knew. Our legislation weuld end the myth of the intrinsic egalitarian nature of AL"

The pas=age of the landmark civil ights laws in the 1960 provided a national legal framework for preventing discrirmination in key aspects of life - the
workplace, housing, voting, financial aid, federal benefits, and much more. Building on these landmark federal laws, in the 19708, the District passed the
Human Rights Act, one of the strongest civil rights laws in the country. And in 2019, the Office of the Attomey General (OAG) established s Civil Rights
t harm District residents:

Section to investigate and challenge discriminatory pattemns and policles

The passage of the ariginal civil rights legislation in the 1960z and 19
But the lawrnakers who passed them could not have predicted moderr
advanced algorithms to make important decisions.

Os have helped make pregress to build a more equitable and inclusive society.
chnologies. Today, discrimination increasingly results from institutions' use of

Algorithms are automated tools that use machine leaming and personal data to make predictions and decigsions about individuals. Companies often
use algorithms to help determine whao 1o hire for a new job, how much interest to charge for a loan, whether to approve a tenant for an apartment, ar
when a patient should be referred for additional medical care. Thess systems are designed to recognize patterns and draw conclusions using existing
data, and as a result, algorithms car erit the blages of biasad algorithms to make important

icate existing inequalities ar atterns of discrimination based on race, ger
osientation, disability, and other traitz. Problematically, this kind of bias often goes undetected, but

daily lives.

ar decision-makers.

en companies rely o

ontinue hi cal sewual

have sweeping ramifications on individuals

“Every one of ug is evaluated by computers: for some of the most important opportunities in our lives, such as whether we are an appropriate
candidate for a job, whether we should be offered a loan, or whether we would be a good tenant in an apartment building,” said Professor Laura Moy,
Director of the Communications & Technology Law Clinic at Georgetown Law. “Faceless algorithms often scrutinize us in relative secrecy, and
sometimes their determinations deny us important spportunities, without anyone telling us why. We like to think of curselves as a “land of
epportunity,’ but increasingly, asutomated processes may deprive us of opportunities—sometimes in a discriminatory manner. Residents of
Washington, DC deserve o know whether and how tools like artificial intelligence are used to make extremely consequential decisions about them,




CFPB and Bank Regulators

- CFPB

* New Director Rohit Chopra and
staffing changes at the Bureau

» Big announcements, taking on
tech, taking on FDIC, promoting
competition, and more

« Guidance to staff re engaging with
former employees, and heightened

ScrUtI ny - - . -.r 1 '“1 ‘“.-l _ “_. . - e HONORARLE

- : /,_' .w _: - - A Romt CHOPRA

: Ba n k Re&’l Iato rs (F RB ) OC C J ROHIT CHOPRA, CONSUMER FINANCIAL PROTECTION BUREAU DIRETOR C-SPAN
FDIC, NCUA)

« Focus on fintech integrations
 Third-party risk management
 Fair lending/redlining initiatives
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FTC, State Attorneys General, & State
Regulators

« FTC
* New Chair Lina Kahn -
* June 16, 2022 Combatting Online Harms Through Innovation N
Report to Congress VENORANDO
* Resurrection of its penalty offense authority? T Comi Sl O
(education/student loans, endorsements and testimonials) S e
* Afocus on growing role of private equity and other L e e
investors; and individual liablity o e e
* State AGs e s . o
* Debt collection practices s cm o s o by e
* Installment lending
*  Buy now/ pay later and lease-to-own B
. . January 12 7/ &:00 a.m. - January 13/ 1:00 e s
*  Privacy and data security o m
* CA Department of Financial Innovation and Protection: UDAAP 2022 NAAG Legislative
authority, active investigations, registration, and more — a “mini-CFPB” Conference
The conference has been postponed.
° NY Department of Financial Services Attendees will receive an email with
rescheduled dates. Please contact Cecilia
Dakers at cdakers{@naag.org if you have
any questions. January 12-13, 2022
Washington, D.C. The...
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CFPB and Bank Regulators

CFPB Consumer

In the course of examining banks’ and other Laws and Regulations UDAAP

Unfair, Deceptive, or Abusive Acts or Practices

Unfair, deceptive, or abusive acts and practices (UDAAPs) can cause significant financial injury to

Tmers e B

“When a person is denied access to a bank account because of their religion or
race, this is unambiguously unfair,” said CFPB Director Rohit Chopra. “We will
be expanding our anti-discrimination efforts to combat discriminatory practices
across the board in consumer finance.”

# The principles of unfairness, deception. and abuse in the context of offering and providing
consumer financial products and services:

The CFPB will closely examine financial + neteseing the sk thasan smstnaon practices may be unfai, deceptive, o abusive

# Identifying unfair, deceptive or abusive acts or practices (including by providing examples of
potentially unfair or deceptive acts and practices ): and
# Understanding the interplay between unfair, deceptive, or abusive acts or practices and other

institutions’ decision-making in advertising, Cammime protecion And s nation Namon

Unfair Acts or Practices

pricing, and other areas to ensure that The standard for unfairness in the Dodd-Frank Act is that an act or practice is unfair when:

{1} It causes or is likely to cause substantial injury to consumers;

iag’ £ nli with cAanciimer

co

pr
di

(2) The injury is not reasonably avoidable by consumers: and

companies are appropriately testing for and

el i m i nati ng iI Iegal d iscri m i nation . ! Dodd-Frank Act, Title X, Subtille €, Sec_ 1036:PL 1 11-203 (July 21,2010

2 See. 1031 of the Dodd-Frank Act. The principles of “unfaic” and “deceptive” praciices in the At are similar o those under Sec.
5 of the Federal Trade Commission Act (FTC Act). The Federal Trade Commission (FTC) and federal banking regulators have
applied thes e standards through case law. official policy statements, puidance, examination procedures, and en forcement actions
that may inform CFPB.

3 Dodd-Frank Act, Secs. 1024; 1025(b) 1); 1026(bjol the Act.

CFPB Manual V.3 (March 2022) UDAAP 1 17
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Al and ML at the CFPB

Innovation spotlight: Providing adverse action notices when
using AlY/ML models

By Patrice Alexander Ficklin, Tom Pahl, and Paul Watkins - JUL 07, 2020

As part af our consumer pratection mission, Congress tasked the Bureau with ensuring that
markets far consurmer financial products and senices operate ransparently and efficiently
o facilitate access and innovation. One area of innovation we are manitoring i anificial
intelligence (Al), and particularly a subset of Al, machine learning (ML). For example, in
2017, the Bureau msued a Request for Infarmation Regarding Use af Alvernative Data and
Madeling Techniques in the Credit Process (RFI). We also issued a Mo-fction Letter to
Upstart Metwark, Inc., a comparny that uses ML in making credit decisians, and later shared
key highlights (hetpe:y f

whwrw.consurnerfinance. gow
rorm infarmation provided by Upstart.

about-usblea/update-credit-acepss-and-

no-action-lefer

Finanelal institutions are staming to deplay Al across a range of functions, including as
virtual assistants that can fulfill customer requests, in madels te detect fraud ar ather
potential ilegal activity, or a2 complisnce manitarng teals. One additional area where Al

may have a profound impact is in eredit undenwriting.

In 2015, the Bureau released a Data Point titled *Credit Invisibles (hitpswwaconsumerfina
mee. gowdata-research/research-repons/data-point-credit-invisibles’).” The Data Paint
reported that 26 million consurners-about ane in 10 adults in America—could be
considered credit invisible because they do not have any credit record at the nationwide
credit bureaus. Another 19 million consurmers have too lithe information to be evaluated by

a widely used eredit seoring model.

Al has the potential to expand credit aceess by enabling lenders to evaluate the
creditwarthiness of some of the millions of consurmers who are unscarable using tradivonal
underwriting techniques. These technalogies typically invalve the use of madels that allow
lenders 1o evaluate more infarmation about credit applicants. Consideration of such
infarmation may lead 1o maore efficient credit decisions and patentially lower the cost af
credit. On the ather hand, Al may create or amplify risks, including risks of unlawiul
diserimination, lack of transparency, and privacy concerns. Bias in the souwrce data or model
construction can also lead to inaccurate predictions. In considering Al or ather
echnolegies, the Bureau is committed to helping spur innovation consistent with consumer
protections.

" N
c n Consumer Financial
L] r Protection Bureau

Consumer Education v Rules & Policy v Enforcement ~ Compliance v~ Data & Resel
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< Notice & Opportunities to Commel Open Notices

Request for comment or information

Request for Information and Comment on
Financial Institutions' Use of Artificial Intelligence,
Including Machine Learning

APR 12, 2021

The Board of the Federal Reserve Systam, Bureau of Consumer Financial Protection, Federal
Deposit Insurance Corporation, National Credit Union Administration, and the Office of the
Comptroller of the Currency are gathering information and comments on financia
institutions' use of artificial intelligenca {Al), including machine learning (ML). The purpose
of this request for information (RFI) is 1o understand respondents’ views on the use of Al by
financial institutions in their provision of services to customers and for other business or
operational purposes: appropriate governance, risk management, and controls over Al; and
any challenges in developing, adopting, and managing Al. The RFI also solicits respondents’
views on the use of Al in financial services to assist in determining whether any clarifications
from the agencies would be helpful for financial institutions’ use of Al in a safe and sound
manner and in compliance with applicable laws and regulations, including those related 1o
consumer protection.

PROPOSED RULE WITH REQUEST FOR PUBLIC COMMENT

ister &

View issued pcf @

SUBMIT A FORMAL COMMENT

Regulations.gov comment form for this notice &

Read Comments Received &




Understanding Fair Lending and
Equal Credit — Prohibitions on
Discrimination
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» The use of data in credit decisioning is governed by federal fair and equal lending laws, specifically
the Fair Credit Reporting Act (“FCRA”) and the Equal Credit Opportunity Act (“ECOA”), and their
implementing regulations.

 These laws are enforced by the CFPB, FTC, and through private litigation. In addition, both the
CFPB and FTC have general authority to police unfair and deceptive acts and practices
(UDAAP/UDAP), and have used that authority when creditors failed to provide accurate information
about the information used to make credit decisions, what the terms of credit are and what may
impact changes in rates and repayment, and other credit-related activity that was not disclosed to
borrowers at the time of applying for and accepting credit.

« This general regulatory background sets the framework through which the regulators and Congress
analyze new and alternative sources and types of data and underwriting practices in the
marketplace.
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 The Equal Credit Opportunity Act (ECOA) applies to all creditors and
those who, in the ordinary course of business, regularly refer prospective
applicants to creditors. Implemented by Regulation B.

« lllegal to discriminate against applicant regarding any aspect
of a credit transaction

« On the basis of race, color, religion, national origin, sex or marital
status, or age (if applicant has capacity to contract)

» Because all or part of the applicant’s income derives from any public
assistance program

« Because the applicant has in good faith exercised any right under
the Consumer Credit Protection Act

« The CFPB has ECOA rulemaking authority and supervises for
and enforces compliance. FTC also has enforcement authority.
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* Reg. B covers creditor activities before, during, and after the extension of credit.

 Information requirements; investigation procedures; standards of
creditworthiness; terms of credit; furnishing information about credit;
revocation, alteration, or termination of credit; collection procedures.

* Reg. B prohibited practices (12 C.F.R. § 1002.4):
 Discriminating against applicants on a prohibited basis regarding any aspect
of a credit transaction.

« Making oral/written statements, in advertising or otherwise, to applicants or
prospective applicants that would discourage, on a prohibited basis, a
reasonable person from making or pursuing an application.
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« Two theories of ECOA/Reg. B liability: disparate impact & disparate treatment.

 Disparate treatment occurs when a creditor treats an applicant differently based on a
prohibited basis.

« Can be overt/open or be found by comparing treatment of applicants who

received different treatment for no discernable reason other than a prohibited
basis.

 Disparate impact occurs when a creditor employs facially neutral policies or
practices that have an adverse effect or impact on a member protected class

* Unless they meet a legitimate business need that cannot reasonably be
achieved by means that are less disparate in their impact.
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» Discrimination and Digital Redlining. The most common concern voiced across government and civil society
entities that focus on alternative credit data and AI driven lending was that such programs will continue existing
structural roadblocks to credit for marginalized groups, and result in discriminatory outcomes (either intentional or
unintentional) that may violate fair lending laws. The overriding concern is that entities will not properly use, calibrate,
monitor, or adjust any data sources or algorithms used in new lending platforms to properly control for statistical
discrimination (especially that causing a disparate impact on marginalized groups, even through the use of a facially
neutral system).

« Unfair Data Inclusion. FCRA prohibits certain data elements from being included in consumer reports, and also
places requirements on CRAs to ensure a certain level of accuracy in the data used to create consumer reports. Several
commentors and government agencies stated concerns that alternative data may be collected and used outside of
FCRA’s requirements. For example, social media data (e.g., friend groups and educational institutions) as a proxy for
gredit worthiness was seen as less reliable and fair compared to the inclusion of rent or utility payments into a credit

ecision.

« Improper Additional Data Uses. A variety of sources noted for the potential misuse of alternative credit data
outside of the underwriting context. Because alternative credit data can include a range of data points, including
Internet activity, social media, and other data typically associated with digital advertising and other uses of such
information, some entities are worried that consumers may grant access to information to receive credit but that the
same information will be repurposed for other uses without the consumer’s knowledge.

» Deceptive Terms and Conditions. Concerns that consumers may not be aware of the types of data or activity that
has bearing on their credit decisions when a company uses alternative data and AI to make such decisions, they may be
unable to address or challenge adverse terms or changes in a credit offer.
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CFPB Long-Term Actions

‘Although use of Al holds the potential to expand
credit access to underserved consumers, use of such
technologies may also hold risks, including risks of
unlawful discrimination and lack of transparency”
‘The Bureau recognizes the importance of continuing
to monitor the use of Al and is evaluating whether
rulemaking, a policy statement, or other Bureau action
may become appropriate”

2017 Request for Information Regarding Use of
Alternative Data and Modeling Techniques in the
Credit Process

2018 Calls for Evidence

2020 Adverse Action Tech Sprint

2020 Request for Information on the Equal Credit
Opportunity Act and Regulation B
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BUREAU OF CONSUMER FINANCIAL
PROTECTION

[Docket No. CFPB-2017-0005]

Request for Information Regarding Use
of Alternative Data and Modeling
Techniques in the Credit Process
AGENCY: Bureau of Consumer Financial
Protection.

CTION: Notice and request for
information.

SUMMARY: Tt
Pro ion Bus

nsumer Financial
eau [CFPB or Bureau)
seeks information about the or
potential use of alternative data and
modeling techniques in the credit
process. Allernative data and modeling
techniques are changing the way that
some financial service providers
conduct business. These changes hold
sromise of potentlally significant
fits for some consumers but also
present certain potentially significant
risks. The Bureau seeks to Learn more
about current and future market
developments, including existing and
emerging consumer benefits and risks
and how these developments could alter
the marketplace and the consumer
xperience. The Bureau also seeks to
learn how market partic
could be mitigating certa
consumers, and about consum
preferences, views, and concerns.
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appointment 1o inspect the documents
by telephoning 202-435-7:
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attachments and other supporting
materials, will become part of the public
recard and subject to public disclosure.
Sensitive personal information, such as
acoount numbers or Social Security
numbers, or names of other individuals,
should not be included. Submissions
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please contact Monica Jackson, Office of
the Executi elary, at 202—435—
7275.
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Fair Lending and Equal Credit

Focus on payments systems, data harvesting, consumer choice/access restrictions, and
more (e.g., EFTA, GLBA, etc.)

Denial of Credit / Access: The CFPB is more closely scrutinizing the use of big data
when it is used to deny credit (or access to financial services); less likely to object to the
use of big data by creditors to reconsider credit applications that would otherwise be
denied.

» FTC Report, Big Data: A Tool for Inclusion or Exclusion (2016)

FCRA Disparate Impact: One concern with using big data is that it may present fair
lending issues if its use causes a disparate impact. When a creditor determines that a big
data factor may be leading to a discriminatory impact, the creditor should determine
whether:

1) the factor is highly correlated with the discriminatory impact,
2) there is a good basis for continuing to use that factor, and

3) there is a better variable that could be used for the same purpose that does not lead to a discriminatory impact.

Third Party Vendor Management Policy, CFPB Bulletin 2012-03 (April 13, 2012) -
CFPB will focus on primary providers of financial service and service providers. If the
CFPB believes that service providers are not complying with a consumer financial services
law, or are committing a UDAAP violation when interacting with the institution’s customers,
the CFPB plans to hold both companies accountable. May include exams/investigations.
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» Led by Civil Rights Division’s Housing and Civil Enforcement Section, partnering
with U.S. attorney offices, financial regulatory agencies (incl. CFPB), and state
AGs.

+ Takeaways:

« Use U.S. attorneys’ offices to ensure that fair lending enforcement takes
advantage of local expertise on housing markets and credit needs;

 Extend DOJ’s analyses of potential redlining to non-depository institutions
that DOJ indicated are originating the majority of mortgage loans;

« Strengthen DOJ’s partnership with financial regulatory agencies to ensure
identification and referral of fair lending violations to DOJ; and

* Increase coordination with state attorneys general on fair lending matters.
» All types of loans, and all types of lenders

» Director Chopra’s comments focused on the use of Al in lending decisions. The
CFPB will be “watching for digital redlining,” citing what he called “algorithmic
bias” and the need for investigation of whether “discriminatory black box models
are undermining th[e] goal” of equal opportunity.
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Justice Department Announces New Initiative to Combat Redlining

DOJ, CFPB and OCC Announce Resolution of Lending Discrimination Claims Against Trustmark National
Bank

The Justice Department announced the launch of the department’s new Combatting Redlining Initiative today. Redlining is
an illegal practice in which lenders avoid providing services to individuals living in communities of color because of the race
or national origin of the peopls who live in those communities. The new Initiative represents the department’s most
aggressive and coordinated enforcement effort to address redlining, which is prohibited by the Fair Housing Act and the
Equal Credit Opportunity Act.

“Lending diserimination runs counter to fundamental promises of our economie system,” said Attorney General Merrick B.
Garland. “When people are denied credit simply because of their race or national origin, their ability to share in our nation’s
prosperity is all but eliminated. Today, we are committing ourselves to addressing modern-day redlining by making far more
robust use of our fair lending authorities. We will spare no resource to ensure that federal fair lending laws are vigorously
enforced and that financial institutions provide equal opportunity for every American to obtain credit.”

“Enforeement of our fair lending laws is critical to ensure that banks and lenders are providing eommunities of color equal
access to lending opportunities,” said Assistant Attorney General Kristen Clarke for the Justice Department’s Civil Rights
Division. “Equal and fair aceess to mortgage lending opportunities is the cornerstone on which families and communities
can build wealth in our country. We know well that redlining is not a problem from a bygene era but a practice that remains
pervasive in the lending industry today. Qur new Initiative should send a strong message to banks and lenders that we will
hold them accountable as we work to combat discriminatory race and national origin-based lending practices.”

Redlining, a practice institutionalized by the federal government during the Nesw Deal era and implemented then and now by
private lenders, has had a lasting negative impact. For American families, homeownership remains the principal means of
building wealth, and the deprivation of 1 1t in and aceess to mortgage lending services for communities of eolor have
contributed to families of color persistently lagging behind in homeownership rates and net worth compared to white
families. The gap in homeownership rates between white and Black families is larger today than it was in 1960, before the

passage of the Fair Housing Act of 1968.




Lender Innovation: Artificial Intelligence in
Underwriting

* Usi ng an a Igo rith m, rather than a Innovation spotlight: Providing adverse action notices when
human, to analyze a variety of factors wing AMLmodels
to more accurately assess credit Y o |
applicants. e e B

transparently and efficiently to facilitate access and innovation. One area of

innovation we are monitaring is artificial intelligence (Al), and particularly a

. . . . . . : ing (MLY% For L in 2017, the { issued
* Beware of unwittin g discrimination e o nfomaton Regauding Use of Al atve Datsand Mocelng

Techniques in the Credit Process (RFI). We also issued & Mo-Action Letter to

Y ”Black box” rObIem — aI Orith ms Ca n’t Lf-ster. Metwork, Inc., & company that uses ML in ”u.as g credit d::‘-r_iiicﬁs and
: P 5 AT algorithms can be compatible with ECOA/Reg. B; "a
explain a result.

creditor may disclose a reason for a denial even if the
* What if algorithm considers a data point relationship of that disclosed factor to predicting
that correlates strongly with protected

creditworthiness may be unclear to the applicant.”
C h a ra Cte r i St i C ? a-research/re 5&..‘:--.'.'1: eponts/data-point-credit-invisibles’).” The Data Point

reported that 24 million consumers—about ane in 10 adults in America—could

be considered credit invisible because they do not have any credit record at

i Algorith mS COUId inC|Ude information that the nationwide credit bureaus. Another 1% million consumers have too little

information to be evaluated by a widely used credit scoring model.

Creates biases againSt Certain groups' Al has the potential to expand credit access by enabling lenders to evaluate

the creditwarthiness of some of the millions of consumers whao are unscorable
using traditional underwriting techniques. These technologies typically invalve
the use of madels that allow lenders to evaluate more information about credit
applicants. Consideration of such information may lead to mare efficient credit
decisions and potentially lower the cost of credit. On the other hand, Al may
create or amplify risks, including risks of unlawful discrimination, lack of
transparency, and privacy concems. Bias in the source data or model
construction can also lead to inaccurate predictions. In considering Al or other
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Adverse action notification requirements in
connection with credit decisions based on
complex algorithms (Circular 2022-3)

ECOA and Regulation B require creditors to provide statements

of specific reasons to applicants against whom adverse action cFpb smmmmcnbaon

is taken.

« Some creditors may make credit decisions based on CFPB Acts to Protect the Public from Black-Box Credit
certain complex algorithms, sometimes referred to as Yocels sing BomplexAgertms
uninterpretable or "black-box” models, that make it expanations for denying appications T oS spectie and accuree
difficult—if not impossible—to acquratelz_ldentlfy the
specific reasons for denying credit or taking other adverse

.
aCtIOnS Washington, D.C. - Today, the Consumer Financial Protection Bureau (CFPB)

confirmed that federal anti-discrimination law requires companies to explain to
applicants the specific reasons for denying an application for credit or taking

» The adverse action notice requirements of ECOA and S SO IS
Regulation B apply equally to all credit decisions, regardless of | <o s s =
the technology used to make them. reqrements under the Equsl Credt Opportunty Act(ECO

"Companies are not absolved of their legal responsibilities when they leta
black-box model make lending decisions,” said CFPB Director Rohit Chopra.

« ECOA and Regulation B do not permit creditors to use complex | i o o i cpinmion f e

application for credit was denied, and that right is not diminished simply

algorithms when doing so means they cannot provide the
spec|f|c and accurate reasons for adverse actions. Dt harvesting on Americans hes become voluminous and ubiquitous, giving

firms the ability to know highly detailed information about their customers
before they ever interact with them. Many firms across the economy rely on

° Ca” for whistleblowers: “Any use Of art|f|C|a| these detailed datasets to power their algorithmic decision-making, which is

sometimes marketed as “artificial intelligence.” The information gleaned from

intelligence/machine learning models that is based on flawed or | ey reserosd ane o commercat ees by fronc frme
incomplete data sets, that uses proxies for race, gender, or ot i oo s o s et

other group characteristics, or that impacts particular groups or methods e partoftheicredit dsciion-making processes, and they s
classes of people more than others.” crdiors may make crdi decions based on the ouputs rom complex

d computational
, and they have been
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Some Steps to be Prepared
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RMAI Certification Standard # A22
Discriminatory Collection Practices

L ASSOC. INTL.

Receivables 12l (RMAI) is the nonprofit trade association that represents the

[ ] [ ] [ ]
o o RECEIVABLES MANAGEMENT
L CERTIFICATION PROGRAM
Program Overview
t d . . . t
interests of more than 590 businesses that support the purchase, sale, and collection of performing and nonperforming
u u " recelvables on the secondary market. RMAI's Recelvables Management Certification Program (RMCP) sets the global
standard within the receivables industry by providing enhanced operational controls and consumer protections through
rigorous and uniform industry standards of best practice. Founded in 1997, RMAI began certifying businesses and
individuals in 2013. As of 2022, over 450 certifications have been authorized.

A Single Compliance Footprint for Receivables

debt, including through the use LD vyt o

every RMAI certified business and is a voluntary designation for others within the industry. Every two years, individuals
must pass a criminal background check conducted by RMAI and obtain 24 continuing education credits in subjects
related to the receivables management industry, including 2 required ethics credits and 1 credit on identifying and

of computer algorithms and S —

Certifications are granted to businesses that comply with uniform and rigorous industry standards of best practices and
™ n ™ ™ " pass an RMAI conducted criminal background check of the business, its owners, and its executive management. All
standards meet federal and state statutory requirements and most exceed these requirements or create standards
a rt I fl C I a I I n te I I I g e n Ce where none existed (see reference key). RMAI certification designations that are offered to businesses include:
" = Certified Receivables Business (CRB) — The certification issued for debt buying companies, law firms, and
eollection agencies.
= Certified Receivables Vendor (CRV) - The certification issued for vendors that have or are looking to develop a
business relationship with CRBs. To date, this designation has been issued to brokers and process servers.

Four Types of Compliance Audits

*  Full Compliance Audit - Performed by an independent third-party auditor at the mid-point of each three-year
certification cycle.

* Limited Compliance Audit - Performed by an independent third-party auditor in response to specific and
credible third-party allegations of non-conformity. A Limited Compliance Audit can be performed at any time at
the direction of the Certification Audit Committee.

* Pre-Certification Audit - Performed by an independent third-party auditor on vendors prior to the initial

application. The audit is required to be submitted with their application for certification.

Self-Compliance Audit - Performed prior to the initial application and every three (3) years thereafter when
reapplying for certification. The self-compliance audit must be attested to in the application and will be subject
1o independent third-party audit verification

March 2022 Version 10.0 Page 10f 6
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Additional Considerations

* Develop interdisciplinary teams including
legal and compliance

e Be careful, do not make misleading
statements

* Avoid facial discrimination and disparate
impacts on protected classes

e Can’tclaim didn’t realize what Al was doing

* Be prepared to demonstrate proper design,
training, functioning (through testing), and
remediation.

e Audit Al systems

Mitigate bias and drift
e Human intervention?

Mitigate risks through transparency

Recaivabhlae Mananement Accenciation Intarnational

Vet and monitor vendors and customers
Don't set it and forget
Include Board of Directors and Management

Consider basic privacy and data security
requirements, including Safeguards Rule

Maintain up to date policies and procedures,
including Al/ML policy in addition to discrete
legal obligations and principles.

Maintain materials that are explanatory and
substantiated, to avoid later confusion

Utilize CMS to manage the risks, identify the
issues, and for remediation




Coming Soon

Thank you for attending today’s webinar
Education programs are listed at rmaintl.org/education

Be sure to join us for the next RMAI webinar:

Webinar name
Date & time
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