Debunking Junk Science: Techniques
for Effective Use of Biostatistics

Numbers and statistical jargon may make jurors’ eyes glaze over, but
defense counsel must be alert to show the errors of plaintiffs’ experts
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The first sections of this article discuss
statistical conceptsThere is concentration
on experimental design, since statisticalupport their opinions and the process by
data is no better than the study that prevhich researchers statistically analyze data
duced it, and there is focus on factors th&d determine whether the experiment pro-
can negatively affect the results of an exduced a “significant” resuftLast, there are
periment and how scientists attempt texamples of how experts and attorneys
“control” for these factor§.Next is a mislead juries and courts with statistical
primer on statistical analysis. It explainsestimony. Strategies are offered for effec-
many of the statistical concepts discussedely cross-examining an expert who re-
in medical literature and used by experts l@s upon erroneous statistical data.

1. The term “statistical data” is a misnomer. Foables that are not the object of the study. This is done
simplicity, as used in this article, it simply meandy altering the design of the study to eliminate or
raw data that have been statistically analyzed foeduce the effect of the “confounding” variabBee
purposes of determining whether the data are statidliavid H. Kaye & David A. FreedmarReference
cally significant. Guide on Statisti¢sn REFERENCEMANUAL ON SCI-

2. Some of the statistical concepts discussed EnTIFIC EVIDENCE 351, n.56 (Federal Judicial Cen-
this paper were addressed in the particular contexttef, 1994).
epidemiology in BRUCE R. PARKER, Understanding 4. In statistics, the term “significant” has a mean-
Epidemiology and Its Use in Drug and Medical Deing other than “important” or “noteworthy.” To re-
vice Litigation 65 Der. CouNs. J. 35 (1998). searchers, “significance” refers to whether a study

3. In experimental design, the term “control” hahas indicated the “presence” of an association, and
a meaning other than actual manipulation. “Controhot its magnitude or importance. Richard Lempert,
ling"—whether it be a “bias,” “factor” or a “vari- Statistics in the Courtroom85 GLuM. L. REv.
able"—refers to the process by which researchers 48998, 1101 (1985).
tempt to minimize the effect on the study of vari-
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STUDY DESIGN FACTORS the group sampled is a reflection of its de-
gree of internal validity. To the extent the
data can be generalized, they have external
One of the goals of researchers is to dealidity. A study that has high internal va-
termine whether relationships exist belidity, but is nevertheless not generalizable,
tween or among variables. They achievean be misleading.
their goal by designing experiments and The concepts of validity and reliability
accurately recording the data from the exare interrelated. A researcher can have an
periment. Counsel must review scientifiexperimental design that produces reliable,
literature and expert testimony based dout invalid results—that is, the scale al-
experimental (either laboratory or clinical)vays reports that you weigh 175 pounds,
data to consider whether the article or testivhen you in fact weigh 180—but you can-
mony is flawed by poor study designnot have valid results that are not religble.
Pointing out errors in study design is an
excellent way to challenge expert testi- 3. Sensitivity
mony undeDauberf and at trial.

A. Research Design

The sensitivity of a test refers to the per-

1. Reliability centage of times that the test correctly

T gives a positive result when the individual
Reliability is similar to the concept oftested actually has the characteristic or trait
reproducibility. It refers to how well thejn question. For example, the sensitivity of
research design produces results that &{est that is designed to determine high red
the same, or very similar, each time thgg|| counts is the percentage of people who
data are collected. An easy way to think afave high red cell levels and who test posi-

reliability is to consider a scale. A “reli-tjye.

able” scale will report “the same weight for \yhen the test correctly reports that a
the same object time and agaflhis does person has high red cell counts, the result
not mean that the scale is accurate—it may 3 true positive. Conversely, when the test
always report a weight that is too high ofgports that a person does not have high red
too low—but it always makes the samgoynts when, in fact, that person does, the

error each time. result is a false negative. The numerical
o value of a test’'s sensitivity is obtained by
2. Validity dividing the number of true positives by

Validity is synonymous with accuracy,the total of true positives and false nega-
and it has internal and external compdives in the sample.

nents. Whether the data properly measure o
4. Specificity

I — . The specificity of a test refers to the per-
5. Daubert v, Merrell Dow Phal’maceutlca|Scentage of times a test Correcﬂy reports

I eye & Precdmanuprancte 3, at 341, that @ person does not have the characteris-

7. ROBERT H. FLETCHER, SuzanNe W. tic under investigation. When a test shows
FLETCHER & EDWARD H. WAGNER, CLINICAL EPI- that a person WhO haS a norma] red Ce“

D Rave & Eresaman, aiora note 3, 342, count is negative, the result is a true nega-

9. LEON GORDIS, EPIDEMIOLOGY 58 (1996). tive. A false positive result occurs when
The formula for sensitivity is: Sensitivity = TP/(TP +the test incorrectly reports a high red cell

FN) where TP is the number of true positives in th - :
sample and FN is the number of false negatives ﬁpunt, when in fact that person is normal.

the sampleld. at 60. Specificity is determined by dividing the
10. 1d. The formula for specificity is: Specificity number of true negatives by the total of

= TN/(TN + FP) where TN is the number of true- ; "
negatives in the sample and FP is the number H}uelo negative plus false positive respond-

false-positives in the sample. ers:
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5. Predictive Value drinks milk would be impossible. As a re-
of a test give a crude measure of its aCCﬁhalyze the data obtained from these indi-

racy, they do not tell a physician the proh-. L i
ability that an individual who tests positiveH'rgugcl)% L‘I’a‘a)c‘)t;apo'ate findings to the an en

?ﬁ%ga}!yprrlga (523 %?/nflr:gogots)ﬁil\r/]eg Sssgiscﬁtji:? There are several different ways in
o .. Which researchers “sample” a population

value of the test. The positive predictiv P - : '
o - put “the result of a sampling study is no

value expresses the probability that an in etter than the sample it is based iThe

vidual with a pos_ltlve _test result dpes, i ajor trap that must be avoided when a
fact, have the trait, while the negative prer%esearcher samples a population is bias

dictive value expresses the likelihood thind the researcher must eliminate or con-

an individual with a negative test resu . : ,
does not have the characteristic in que rol for it. An excellent opportunity exists

tion.t?
The predictive value of a test is depen

0 discredit an expert whose opinion is
redicated on studies that fail to avoid this

on the prevalence of the condition in th foblem.
group tested and the test specificity. a Selection Bias
6. Sampling Selection bias is the failure when recruit-

_Ing participants to obtain a fair and true

If researchers could ask all people in the
world who drink one or more glasses

- 11. The formulas for the different predictive
milk per day whether they suffer or havg,jie measurements are: P¥ TP/(TP + FP) and
suffered from cancer, there would be nBV = TN/(TN + FN) where PYis the positive pre-
need for a statistical analysis to determiﬁi?cetg{gti\‘/’g"flg &e?nsg;irl?ree?rt]eﬁg g)’étgi negative
if milk is associated with cancer. The reg, at 65, P
searcher could simply look at the data and12. The prevalence of the condition in the sample
determine, with complete confidencegierl o HEICEhe Iie e e to e resul il
whether a relationship exists. However, oljury as the number of individuals with the character-

taining information from everyone whoistic under study varies.@®pis, supranote 9, at 65.
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cross-section of the population under inviewer bias,” would not generate a true
vestigation** Selection bias will affect the cross section of the population since less
validity of a study if it results in anwell-dressed, surly looking men are being
overrepresentation of one type or class sf/stemically excluded.
individual ** In some instances, bias is generated sim-
A classic example of selection bias thaily by human desire to give pleasing an-
jurors readily understand is the 1936wers to an interviewer. Male interviewers
Literary Digest presidential poll, which probably get different responses from fe-
predicted that Alf Landon, the Republimale subjects than female interviewers
can candidate, would defeat Franklinvould on sensitive personal issues. An in-
Roosevelt, the Democratic candidate, 57 terviewer aware of the study hypothesis
43 percent. In fact, Roosevelt won the elecray project more empathy with the ex-
tion by 62 to 38 percent. The samplingosed subjects than controls, thereby evok-
model was flawed by a bias that was inheiRg greater trust. A greater feeling of trust
ent in the manner in which participantamong the exposed group will generate
were recruited for the poll. Names werenore revealing and complete answers than
chosen from “telephone books, rosters dfom the controls.
clubs and associations, city directories,
lists of registered voters and mail order b. Random Sampling

listings.™® However, in 1936, only the A good study is one that uses a sampling
wealthy had telephones, and the peopjgchnique that obtains a representative
whose names were on the other |IStS_ alggmp|e of the population being studied. A
tended to be more affluent and Republicagyly representative sample is one in which
Thus, despite the fact that the responsg§ery source of bias has been removed.
were statistically significant, the data wergherefore, researchers try to control for as
useless because of design flaws in the safany of the different sources of bias as is
pling model. _ practicable under the circumstances.
Another example jurors understand iS The most effective way to control for
tha; of a _researcher asking pedes_trlans f@émpling biases is to use a purely random
their opinion on whether people in larg&ample, which is obtained by selecting par-
cities are less polite than they were I8cipants in such a way that each member
years ago. As two men approach, the_rgf the population being studied has an
searcher must choose whom to questioggqual chance of being selected. By using
One is nicely dressed, with a clean shaygis method a researcher eliminates all se-
and a smile, while the other is in blugection bias®
jeans, a stained undershirt, three d?‘YSObtaining a purely random sample, how-
growth and a scowl on his face. Many inayer, is usually impossible because people
terviewers would probably choose to apcannot be forced to participate in a study.
proach the well-dressed man. Selectingg the extent it is possible, it is often pro-
subjects in this manner, known as “intejpitively expensive. For these reasons, re-
searchers have devised ways to obtain
_ samples that approximate purely random
13. DARRELL HUFF, HOW TO LIE WITH STATISCIS Samp|es. None of these methods, however,

181%.9%?@&5 H. HENNEKENS & JULE E. Burn-  Provides a researcher with the level of con-
ING, EPIDEMIOLOGY IN MEDICINE at 34 (ed. Sherry fidence that the sample is free of bias as
Mayrent 1987). does a purely random sample.

15. Kaye & Freedmarsupranote 3, at 344, n.22.

16. Id.

17. HENNEKENS & BURING, supra note 14, at 7. Controlled Experiments

275. p ,
18. HUFF, supranote 13, at 21; Kaye & Freed- Controlled experiments are, far and

man,supra3, at 345 n.27. away, the best vehicle for establishing a
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causal relationshipt® A well-designed ex-
periment shows how one variable, the de- a. Confounding Variables

pendent variable, responds to changes in . , )
other variables, the independent or e _Confounding variables affect the depen

. . ent variable but are not the subject of the
planatory varlables_, which are under th tudy. Since confounding variabjles often
control of the experimenter. correlate with independent variables, “it
a. Independent Variables is generally not _pOSS|b!e to determlne_

_ _ . whether changes in the independent vari-

The independent variable is the preagples caused changes in the dependent or
sumed cause of whatever effect the revhether changes in the confounding vari-
searcher is interested in studying. For exble did.?! For example, to determine
ample, if a researcher is attempting to devhether there is a correlation between ex-
termine whether alcohol causes or is corrercise and general health, the researcher
lated with cancer, alcohol consumptiogould survey a random sample of people to
would be the independent variable and cafetermine whether their general state of

cer would be the effect. health increased as their exercise level in-
) creased. However, most would not be sur-
b. Dependent Variables prised to hear that those who exercise more

The dependent variable is the “effect,also tend to eat healthier. Thus, it would be

or the variable that the researcher measui@ficult, if not impossible, to determine
—that is, the size, rate or quality of sucWhether it was the exercise, or just the gen-
variables is “dependent” on the presencerally good health habits of the exercisers,

absence or size of the independent vathat increased their over-all health. There-
ables. fore, good health habits are confounding

variables.

c. Treatment and Control Groups

. b. Biases
A researcher is not able accurately to

measure the effect that an independentSince a controlled study requires sam-
variable has on a dependent variable witfing test and control groups, the issues re-
out having a baseline against which tgarding all forms of bias, including selec-
compare the effeét. For this reason, re-tion bias, must be analyzed with each study
searchers usually divide their subjects inton which an expert relies. Broadly defined,
two separate groups—the “treatment” dpias is any form of systemic error that pro-
“test subject” group and the “control subduces an erroneous estimate of the associa-
ject” group. The test subjects are those wh®n between variables. It differs from a
either possess the disease that the onfounding variable in that a confounder
searcher is interested in studying or haJ&s a true association with the dependent
been or will be exposed to the independevariable. Bias either creates an association
variable. The controls are those who do ngthen none exists or masks a true associa-
possess the quality or have not been eten. Bias can exist in how the participants

posed to the independent variable. are selected or in how the data is collected
and analyzeé Unless the bias is spread

8. Weaknesses in Experimental equally between the test and control

Design groups, its presence may invalidate the bio-

When designing studies researche%atiStical data relied on by an expert.

must be aware of pitfalls that may affect——

the experiments adversely. Two of the ma- 19. Kaye & Freedmarsupranote 3, at 347.

jor concerns are confounding variables and %2: :d: at 348.

biases. 22. HENNEKENS& BURING, supranote 14, at 34.
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9. Design Controls c¢. Blind and Double-blind

Experiments
Researchers are not powerless to control P

confounding variables and biases. There Another method of controlling for con-
are several tools that can assist in contrgbunding variables and biases is to perform
ling these factors and help limit their effecthe study “blind” or “double-blind,” A
on the validity of experiments. Each maylind design is one in which the partici-
be a good area for exploration at apants do not know whether they have been

expert’s deposition. assigned to the control or treatment group.
_ _ For example, in a study that looks at the
a. Brainstorming association between aspirin use and heart

As simplistic as it sounds, one of th ttacks, a blind study could be constructed

most important things that a researcher c® 9ving both control and treatment sub-

do while designing a study is to brainstord£Ccts @ white pill, with half of the pills
to determine the possible confounding®ing aspirin and the other half placebos.

variables and biasés.In the exercise/ ~€€pPINg subjects ignorant of their status
health example, an experimenter could ifl€lPS prevent them from acting in a way
clude in the questionnaire not only quedhey think the researchers would expect
tions relating to the amount of exercise iRErSONS in their group to behave. ,
which the individual engages during a typi- A double-blind experiment is one in
cal week but also questions about othdhich both the participants and the re-
health-related practices, such as diet ag§archers are unaware of to which group a
tobacco use. In this way, the experiment@rticular participant has been assigned.
could use only those individuals who havé/hile the researcher who interacts with the
little or no differences, other than the fadparticipants doesn’t know to which group
that one group exercises, while the oth&ach participant has been assigned, another

group does not. researcher does have this information. This
procedure helps to prevent researchers
b. Randomization of Subjects from treating the participants differently

) depending on whether they are in the con-
Another method for controlling con-trol or the treatment group.

founding variables and bias is to assign the
participants of a study randomly into the 10 pilot and Feasibility Studies
treatment and control groups. Random as-
signment of subjects helps control for con- Scientific studies often are performed as
founding variables and biases that are nptlot or feasibility studies, in contrast to a
obvious or readily apparent by “balancingconfirmatory” study. Each is designed for
out” any of the differences that may exisd specific purpose and the data generated
in the participants. “Randomization alsdrom each must be kept distinct from each
ensures that the assignment of subjects ather. Researchers may have a theory that
treatment and control groups is free froran association exists between two vari-
conscious or unconscious manipulation bgbles, but not a firm hypothesis of what
investigators or subjectg?’ that relationship is. Or researchers may
have no idea that there is an association
and simply want to do a superficial analy-
sis to see if any association is suggested by
- the data.
23. 1d. at 276-85. In both cases, researchers will conduct
i 4221- Kaye & Freedmarsupranote 3, at 348, 349 pilot or feasibility experiments with many
"25. HENNEKENS & BURING, supra note 14, at dependent and independent variables in the
192. hope of finding an association between two
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or more of the variables. There studies ale used to attack the experts’ opinions. It
cheaper than confirmatory studies and alears repeating, however, that regardless of
done in order to see if the expense is wanew convincing the data appear to be, they
ranted to explore a possible association beata are only as good as the study that gen-
tween an independent and dependent vagirated them.
able with a confirmatory study.

Experts who assert the existence of ah. Basic Concepts
gtsusdc;cztelzogut?jggf ,?0 cc)gngi?jtearaftzl?smcrftli cFi)s”Ot The following discussion briefly defines
Pilot studies by their nature involve da[[%lfferent types of data and their character-

sons, both of which often generate falsgnal Sis
positive results. The more variables re- ysIs.
searchers include in pilot studies, the more
likely the studies will generate results that
suggest an association between two vari-Discrete variables are those that assume
ables, but an association that is caused omynumerical value having a finite number
by chance. Thus, while they may appear tf possible values. Examples of discrete
disclose interesting results, pilot studies ofrariables include the number of people in a
ten show nothing more than chance varigroup, an amount of dollars, number of
tion. days in a period of time, or responses to

Data that can legitimately suggest a stdyes/no” questions. All of these variables
tistical association between two or morean assume only a whole number.
variables are derived from “confirmatory” Continuous variables are those that can
experiments. These studies are charactassume an infinite number of values be-
ized by hypothesis testing that utilizesause the interval between each whole
well-described null and alternate hypothArumber value can be almost immeasurably
eses, a large number of subjects or trialssmall, limited only by the sensitivity of the
small number of both dependent and indeaeasuring device. Examples of continuous
pendent variables, and rigorous statisticabriables include blood pressure, blood
analysis. chemistry values, height, ett.

1. Discrete and Continuous Variables

STATISTICAL PRIMER ANALYSIS 2. Measures of Central Tendency

Once researchers conclude a study, theyThe central tendency of a data set de-
will have information or data generated bgcribes the tendency of the data points in
the study. If the data are in numerical fornthe set to cluster or center around a certain
they will be analyzed to determine whethamumerical value. There are essentially three
the results are statistically associated or asach measures, each with its own advan-
the result of chance. tages and drawbacks.

Statistical analysis of data can never The mean of a data set is “equal to the
prove a causal relationship between varsum of the measurements divided by the
ables. There will always be a chance, mumber of measurements contained in the
matter how slight, that the evidence of adata set? The mean is what most people
association was merely due to chance. think of when the “average” of a data set is

There are several basic statistical comentioned. The mean is a useful statistic
cepts used by researchers and litigation exAd is easily understood. It is most often
perts, but there are types of statistical

analysis that should be used with part|cular—26l AMES T. MCOLAVE & FRANK H. DIETRICH

data. Statistical concepts are misused QY FirstCourseIN SraTisTICS at 114-16 (1983).
plaintiffs’ experts, but statistical data can 27. Id. at 21.
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used in a statistical analysis of two groupsstandard deviation.” Each has its own ad-

It does, however, have one major drawantages and drawbacks.

back. The mean is unduly influenced by

“outlier” data points® For example, con- a. Range

sider this data set: 3, 3, 4, 5, 7. The mean is

4.4. If, however, 7 is changed to 25, the The “range” is the measure of variation

mean jumps to 8, a value greater than dhat is easiest to compute and understand.

but one of the data points. It is the difference between the largest and
The median is another measure of cefgmallest values in a data set. For example,

tral tendency (or “average”). It is the valuén the data set 2, 3, 4, 6, 8, 9, 12, 15, the

that represents the 50th percentile of tH@nge is 13i(e., 15-2). A major weakness

data set—that is, half of the data points if the range to describe the dispersion in a

the set are greater than or equal to the nféata set is that it is an insensitive measure

dian and the remaining half are smallepecause two data sets can have the same

than or equal to the medighWhile the range and be vastly different with respect

median is not as commonly used as tHe data variation® For example, assume

mean, it has one important virtue not po$ne data setis 1, 4, 4, 4, 4, 6, and another

sessed by the mean. Unlike the mean, tifel, 2, 3, 4, 5, 6. Both have the same range

median is only minimally affected by outli-of 5, but there is more variation in the sec-

ers® For example, the median of the dat@nd than in the first.

set 3, 3, 4, 5 and 7 is 4. If 7 is again

changed to 25, the median remains un- b. Variance

changed at 4. - Y .
The final measure of central tendency is | € “variance” of a data set is a more

the mode. The mode is the most commongﬁns't've measurement of its dispersion,

observed value in a data $etn both of @nd it is more difficult to calculate. The
the above examples, regardless of wheth&'ance is calculated by first obtaining the
the largest data point is a 7 or a 25, t ean, then determining the dlst_ance from
mode remains 3, because there are mdp§ Mean of each of the data points, squar-
data points with a value of 3 than any otht%rr"g these distances, adding the squared dis-
value. ances together, and calculating their
mean3
Although this sounds difficult, an ex-
ample will help. Consider a data set of 1, 2,
A measure of dispersion is a statistie, 3, 4, 4 and 5. The mean is 3. To cal-
useful in describing a data set. Measures @ifilate the variance, first determine how far
dispersion essentially describe how daiach data point is from the mean by
points within the set are distributed. Againsubtracting each data point from this
there are essentially three different statisnean: (3-1=2), (3-2=1), (3-2=1), (3-3=0),
tics that describe the dispersion of a da{3-4=-1), (3-4=-1), (3-5=-2). Next, square
set—the “range,” the “variance” and theach of these distances: %23, (1y=1, (1)
=1, (0¥=0, (-1yr=1, (-1¢=1, (-2¢=4. The
squared distances are added, and their
mean determined: (4+1+1+0+1+1+4)/7.
28. An “outlier” is a data point far removed fromThe result (1.714) is the variance.
the bulk of the data. Kaye & Freedmaupra note While the variance of a data set is an
3 gtgf‘?j- at 400. abstract measurement, it is a more statisti-
30. McCLAVE & DIETRICH, supranote 26, at 24. cally informative measure than the range
g% &igi{,gﬁeg?;ﬁgﬂrasﬂme S'tatggo'tzs because it considers all of the numbers
o9 » SUPTANOLE <0, &L 25 \yithin a data set, rather than just the end
33. Id. at 29. points. The drawback of using the variance

3. Measures of Dispersion
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is that the resulting value is in squarediould be to the left, where all of the in-
units® If the data points in a data set repra&somes in the lower range would be plotted,
sent the amount of time in minutes it takeshile there would be a long “tail” to the
for an aspirin tablet to start to relieve pairrjght of the graph where very few, but ex-
the variation would be reported as squarecemely high, incomes would be graphed.

minutes—that is, minutés Figure 1 illustrates examples of distribu-
tions which are skewed to the right, nor-
c. Standard Deviation mal, and skewed to the léft.

The “standard deviation” is the third
measure of dispersion, and it incorporates,
the benefits of the variance statistic whil€ g
solving its one major drawback. The start£
dard deviation reflects the dispersion of in- Median Mean
dividual data points around the mean of a Rightward skewness
sample® It is calculated by taking the
square root of the varianéeThe standard
deviation is a very useful statistic, and it _
serves as a basis for many of the more s§)§
phisticated analyzes discussed below. €&

> M units

Median —i4— Mean

4. Normal Distribution Symmetry

P nent units

The normal, or Gaussian, distribution of
continuous data is a bell-shaped curve.
Discrete data generally are not normally g
distributed®” This distribution represents a§§
population with a variable that has unique oo edian
characteristics. The most important of P pore Measurement unlts

these is that the mean, median and mode of Figure 1

the population variable are the same

value® For example, a variable that pro- |n data that are continuous and normally
duces a distribution that approaches nogistributed, the standard deviation signifies
malcy may be the heights of all of thexxactly how the data points are spread

males in the world. There would be an ataround the mean. That is, in normally dis-
solute tallest height as well as an absolute
shortest, with the “hump” of the distribu-
tion p.rObably .SomeWhere. in the middle, 34. Although it is not immediately apparent why
and with the tails to both sides of the humybu must square the distances from the mean, it be-
being approximately equally thick andomes obvious on closer inspection. In every data
: et, if one adds all of the distances of the data points
Iong. The bulk of the helghts would gath 0 the mean, the result would be zero. The negative
around the hump, and would become lessd positive distances from the mean will cancel
dense toward the shortest and the tallest. each other. Although it would be possible to use the
; ean of the absolute differences from the mean, the
Unfortunately' many Va”able$ prOdu_Cézean of the square of the distances is more useful
data that are far from normal, either beingnhd easier to interpret. at 30.
bimodal or skewed. Skewed data are thatg5- HENNEKENS & BURING, supra note 14, at
ff?r which the mgean’ m_edlan and mc_)de a?ej’3'6. McCLAVE & DIETRICH, supranote 26, at 31.
different values? Consider the salaries of 37. Kaye & Freedmarsupranote 3, at 401.
everyone in the United States. This d|str|1-428- MCCLAVE & DIETRICH, supra note 26, at
bution would be skewed towards lower in="35 |4 4 25,

comes—that is, the hump of the graph 4o0. Id.
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tributed data sets, approximately 68 pepopulation that is normally distributed. The
cent of the data points in the set lie withistandard error is useful because, while the
plus or minus one standard deviation frommean of a single data set rarely, if ever,
the mean of the data set, approximately 3&ll match the actual mean of the popula-
percent within plus or minus two standartion from which the data were obtained, the
deviations of the mean, and approximatetandard error quantifies the likelihood that
99 percent within plus or minus three starthe real mean of the population is within a
dard deviations of the mean. Figure 2 illuszertain range of values of the mean of the

trates this concept. sample’?
Like the standard deviation, approxi-
99.74% mately 68 percent of all of the possible
95.45% means of all of the possible combinations
e 68.25%—] of data sets will fall within plus or minus
one standard error of the mean of all of the
means. Furthermore, if one obtains a mean
of a data set and calculates the standard

error, one can be 68 percent “confident”
that the true mean of the underlying popu-
lation lies within plus or minus one stan-

dard error of the mean obtained, and 95

__A/ \ percent confident that it lies within plus or
3 2 1 L 2 43 minus two standard errors. A 68 percent
Eigure 2 “confidence interval,” therefore, is the

range of possible sample mean values be-
tween plus and minus one standard error
from the mean the researcher has obtained,
Imagine taking the mean of every poswhile a 95 percent confidence interval is
sible sample from a population and plottinghe range of possible sample mean values
the means on a graph. The mean of theBgtween plus and minus two standard de-
means would necessarily be the true me#igtions of the mean the researcher has ob-
of the population, and the individualtained. _ _
sample means would be distributed around This is best explained by example. Opin-
this point, with most falling near it and leséon polls are samples of an entire popula-
being further away. Analogous to the starfion (say, registered voters). When poll-
dard deviation for individual data pointsSters report their findings, they might state:
the standard error represents the distribth2 percent- 4 percent of registered voters
tion of sample means. favor Joe Smith for president.” What they
The two statistics are related, and marff€ saying is that they have obtained a
experts confuse the standard deviation afgean (52 of 100, or 52 percent) from one-
standard error. To repeat, in normally diglata set, and they are 95 percent confident
tributed data, the standard deviation quantfat the true mean of the population falls
fies the spread of the individual data point4ithin plus or minus 4 percent (that is, 4 of
around the mean of a single data set. TRE0 (.04), or 4 percent) of the mean they
standard error, on the other hand, quanfiave obtained.
fies the spread and variability of the means _ .
of all of the data sets obtained from 8. Hypothesis Testing

The preceding discussion defined several

- characteristics of data, but now look at
Nuﬁée%ﬁ a5 'Efg‘géngEs R. BOEN, HEALTH AND  -4ncepts of statistical methodology that are
42. 1d. critical to understanding how a hypothesis

5. Standard Error and Confidence
Intervals
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is tested statistically to determine if dataurs when the null hypothesis is ac-
support the study hypothesis. In Subsectiaepted—that is, the investigator concludes
C, the characteristics discussed in Subsebat there is no association between the in-
tion A and the concepts in B come togethetlependent and dependent variables—when
to explain scientific statistical tests that ara true difference exists between the inde-
commonly reported in medical literature. pendent and dependent variables. It repre-
sents the probability of a false negative re-

1. Null and Alternate Hypotheses sult.

) ] ] There is a trade off between alpha and
A study begins with the formulation of ayeta, A decrease in alpha (thereby reducing

hypothesis. This step involves more thaghe probability of a false positive result)
simply saying, “I think that sugar con-yj|| have a corresponding effect of increas-

sumption causes tooth decay.” In fact, rgng peta (increasing the probability of a
searchers do the exact opposite. false negative result}.

Hypothesis testing is difficult to under-
stand because the process involves at-3  gjgnificance
tempting to disprove a negatiteRather ) )
than stating, “Sugar causes tooth decay,”Once alpha is set (for instance, at .05),
the null hypothesis is stated as, “There [§€ researcher can perform a statistical
no association between tooth decay ar@alysis of the data using one or more of
sugar.” the tests discussed later in this article. The
Before the study is done, the researchéfatistical analysis will produce a statistic,
also develops an alternate hypothesis tH§iown as theP statistic, which represents
is generally the proposition that the rethe probability of generating data (from the
searcher hopes to prove. The alternate F§@me population) as extreme as, or more
pothesis in the sugar example could be thi@treme than, the result obtained, assuming
there is a difference in the incidence dhe null hypothesis is corrett.
tooth decay among people who eat sugar,The following example |IIu$trates what
without specifying whether there is moréhe P value represents. Imagine that a re-
or less decay. It is also permissible for the€archer is interested in ascertaining
researcher to articulate the alternate hy\thether there is a difference in the salaries
pothesis as having an affirmative effec@f male and female lawyers. The null hy-
such as, “Sugar eaters have more tooth deathesis is that the salaries are not differ-

cay than those who do not eat sugarent. The alternate hypothesis could be ei-
ther that the men make money than the

2. Alpha and Beta Errors women, or that there is a difference be-
tween the salaries without specifying in

Before data are statistically analyzed, thehich direction the difference lies.
investigator must establish the alpha at For purposes of this example, assume
which the analysis will be done. Alpha, othat the alternate hypothesis is that the men
Type | error, is the probability of a falsehave higher salaries. After collecting data
positive result. In the context of hypothesifom a group of male and female lawyers,
testing, a Type | error occurs when the nuthe researcher discovers that the mean in-
hypothesis, although actually true, is err&zome of the men is $2,000 more per year
neously rejected in favor of the alternatthan the mean of the women. TRevalue
hypothesis. By convention, scientists typifor this data would represent the probabil-
cally establish alpha at no higher than .05
(5 percent). Many investigators, howevefr————
argue that alpha should be no higher thaéqg3 McCLAVE & DIETRICH, supra note 26, at

.01 (99 percent). _ _ 44. LE & BOEN, supranote 41, at 128-29.
Beta, or Type Il error, is that which oc- 45. Kaye & Freedmarsupranote 3, at 378.
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ity that, assuming there is no difference bavhether the result is statistically signifi-
tween the salaries, the difference in salarieant*® A difference that is very small can
was the result of chance variation withitbe statistically significant if the sample size
the population. is sufficiently large. Conversely, a differ-
If alpha is .05 and th® value for the ence that is very large may be significant
above data ia .01, the researcher woutikspite relatively few samples. For ex-
conclude that there is only a 1 percermtmple, a researcher could find that the dif-
probability that a salary difference ofference in the salaries was $10,000, but
$2,000 or more could be obtained byhat this difference wanot significant. A
chance alone—that is, assuming the nukcond researcher could find that the dif-
hypothesis is true. Since the alternate hjerence in the mean salaries between the
pothesis is a better explanation for the reaen and women lawyers in his or her study
sults, the researcher “rejects” the null hywas only $15, but that the difference was
pothesis and “accepts” the alternative htatistically significant. How?
pothesis as the more plausible explanationSimple. Imagine that the first researcher
of the data. Stated simply,Ravalue of .01 had a sample size of two in each group:
means the researcher can be 99 percéb male lawyers with a mean salary of
sure that the result obtained west due to  $60,000, and two female lawyers with a
chance. mean salary of $50,000. The second re-
When a researcher obtains a result theéarcher had sample groups of 5,000 men
has aP value less than or equal to 5 perand 5,000 women. From this, it is easy to
cent p <.05), the result is termed, in statissee why the first difference would not be
tics, a “significant” result. “Significant” in statistically significant, while the second
this context does not mean important dfifference might be statistically significant.
noteworthy. It simple means that the resuithe second researcher would be better able
probably is not due to chance. to extrapolate (or generate) the results from
If, in this example, the data produce® a the study of 10,000 lawyers to the general
value of .1, the $2,000 per year differencgopulation of all lawyers much more confi-
in the mean salaries would not be a statistently than could the first researcher.

cally significant result, and the researcher This example illustrates the concept of
could not reject the null hypothesis in favogtatistical “power.” In more technical
of the alternate hypothesis. However, thigrms, “power is the probability of [cor-
does not mean that the researcher must @getly] rejecting the null hypothesis when
cept the null hypothesis and conclude thgfe ajternative hypothesis is right. Thus,
there is no difference. Rather, the régssyming that a true difference exists be-
searcher could conclude either that the daigeen two variables, the higher the power,
are consistent with the null or are inconclyne more likely it is that the study will pro-
sive with respect to the null. duce a statistically significant result dem-
There are several different factors thajsirating the difference. It is clear that if
affect whether a researcher obtains a statifs gifferences are real, but small, only
tically_significant result. They include theg;,dies with high power will detect the dif-
following. ference at a level of statistical significance.
The power of a statistical test is affected
by many variables, including the number
The size of the difference between twof data points (subjects) in the study, the
or more variables only partly determinesize of the difference, if any, between the
two populations under study, and the maxi-
S — mum P value used before significance is
2?: :g:gﬁggi:?‘i& declar_ed (5 percent, 1 percent or some
48. Id. at 381-2. other figure)®

a. Power
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b. One- and Two-tailed Tests ternate hypothesis was stated so that a one-
g\iled test could be used (that is, male law-
yers make more money than female law-

whether the researcher uses a one-tailedy S), .it is entirely c_onceivable that th_e
a two-tailed significance test. Whicheveato(ﬁ{a'ta'I(Ed test could find that a $2,000 dif-

test is used depends on how the altern g—:-glence is statistically significant at R

hypothesis is formulated at the beginnin ue less than OEiW_J
of the study.

A researcher will use a two-tailed statis- 4
tical test when simply searching for a dif-
ference and ignoring in which direction the )
difference lies®® For example, in the salary T e i
study, a researcher would use a two-tailed
test to determine whether male and fema
lawyers have different salaries, regardle
of whose was higher. By using a two-taile
test, the 5 percent false positive rate is sp
between both ends of the bell-shape

curve. That is, 2.5 percent of the probabif e-tailed test and to both sides of the two-

. ; . iled tests are what researchers call the
ity that the difference is due to chance go ?ejection region.®* If the researcher ob-

to the side that represents the possibili%

Another factor that determines whether
significant result will be obtained is

Figure 3(A) illustrates a one-tailed test

d 3(B) a two-tailed test. The area under
e unshaded portion of the curve repre-
nts data consistent with the null hypoth-
is. The shaded areas to the right of the

that men's salaries are higher, while 2. ins a sample mean that falls in the shaded

percet gocs o the sice that repeserts {07 2 SRIoant Teeult fas been
possibility that men’s salaries are lowe ' J

r . .
This is shown in Figure 3. rejecting the null hypothesis. In the one-

When a researcher postulates a directi lled test, the reje_ctiqn area to the right of
in which the alternate hypothesis lies e mean of the distribution is larger than

one-tailed test is used. In a one-tailed te e rejection area to the right of the two-

. : iled test, but the one-tailed test does not
all 5 percent of chance that is permitted f ave a corresponding rejection area to the

a significant result is allotted to one side 9Lt of the mean. Nevertheless. if the total

the curve®® Since the entire area of 5 per- :
. . - - shaded area in both tests were calculated,
cent lies on one side, it is generally tW'C%ey would be equal.

as easy 1o qchieve statistical significanc The benefit of the one-tailed test in terms
with a one-tailed test than a two-tailed tesls achieving statistical significance is

if the difference in fact lies in the direction P o
hypothesized. Put simply, tievalue pro- shown in Figure 4. Assume the question is

duced by a two-tailed test is twice as Iarg\gﬁg tr\;ﬁ: OmSGI’rT]](\)I\ll<heo ggvelgﬁnprgrs t{ﬂ;en C&n;:é
as theP value for a one-tailed test. How- young

ever, for the reasons discussed later in tw#?)kgrolitrgf[ﬁ dcagi:ermggdw\m?o r%(;trr;(t)et
article, counsel should be skeptical of ' Y ow p

study that reports significant results using ?t%ci;r\?ge? \SNT]gkg oarneOty Zﬁgﬁ; t?r?rg;[lfj]gse
one-tailed test, especially if the result : y

would not be significant if the researche Zénthigfhwa;z s?fa?éﬁg;m%? Irne tg?d?gsess 8{
had used a two-tailed test. P 9

Returning to the salary study, a two-
tailed test (that is, seeking to find a differ-
ence without concern in which direction 49. See generallgoncerning one- and two-tailed
the difference lies) might not find that desEt)%, lEM&CBOEN Sgplr)a”me 41, at 134-35. o
$2,000 difference in the mean salaries ig3 CHLAVE IETRICH, supra note 26, at

statistically significant. However, if the al- 51. Id.
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their smoking history. In Study #3, thesize, and others. Because a number of vari-
mean age of men with prostrate canceables bear on the most appropriate statisti-
who smoke is greater than non-smokers. cal test to use in a particular situation, it is
In Figure 4, lines A and B represent thaot possible in this article to describe each
rejection region on both ends of the bellstatistical test that counsel might encounter
shaped curve produced in a two-tailed testthen reviewing medical articles or listen-
Line C represents the beginning of the réAag to an expert testify.
jection region for a one-tailed test. A two- The following discussion seeks to ex-
tailed test would find results to the lefpplain some of the simpler, yet commonly
(Study #1) and right (Study #3) of lines Aencountered statistical tests referenced in
and B to be statistically significant andeer-reviewed journals and relied on by ex-
thereby permit the investigator to reject thperts in support of their opinions on causa-
null hypothesis. tion. This should give the reader a better
Since a one-tailed test is one directionadense of how commonly mentioned statisti-
only those values falling to the right of linecal tests are intended to be used and of the
C (studies #2 and #3) would be statisticallgituations in which the tests are not being
significant in a one-tailed test. Study #2ised properly.
would not be significant with a two-tailed
test but would be significant with a one- 1. Chi-squared (?).
tailed test. The area between lines C and BFor a study that has produced discrete

represents the benefit in terms of reachugata (counts, whole numbers), the chi-

statistical significance by analyzing dat . :
with a one-tailed rather than a two-taile quared is the swpplest and most common
ethod to determine whether the observed

test. difference in proportions between the pop-
Figure 4 ulations under examination are statistically

One vs. Two-Tailed Tests significant®? For example, assume a re-
Study #1 Study #2 Study #3 searcher wants to study whether there is a
(1 tail do not reject) (1 tail-reject)  COrrelation between educational levels and
typical beverage consumed. The table be-

\L J/ \L low is “two way” because there are only

two variables—education and beverage

5 h £3 — % preference.

The null hypothesis would be that the

A C B variables under “Education” are unrelated

to the variables in the columns under “Bev-
erage.” Comparing each cell (39 high
schoolers favored Coke) to another with a
C. Statistical Tests chi-squared analysis would producePa

alue reflecting whether there is a statisti-

A number of variables dictate the beié L .
statistical test to use in analyzing a partic ally significant difference among the data.

lar data set. The variables include what the

investigator wishes to findi.é., are two Beverage

variables correlated either positively of Education Coke| Milk| Bee
negatively, are there significant differencesHigh School 39 31 32
in the mean of two groups, etc.), the typesome College 30 39 33
of data (continuous v. discrete), samp €College Graduate 24 37 37

52. HENNEKENS & BURING, supra note 14, at _1here are limitations on the use of the
249. chi-squared test. There must be a minimum
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sample size of five counts in each cell bean ANOVA to analyze the data obtained
fore a chi-square test can be u%eHl.the from a study. ANOVA cannot be done as a
sample size is too small, the chi-squarezhe-tailed test.
test would produce an incorrect restilt.

4. Multiple Regression Analysis

2. T-Test (f) and Z-Test (2) Multiple regression analysis is not a test

For a study that has used less than 30 determine sta_tistical significance but a
subjects and has produced continuous dafa¢thod to describe the extent and nature
the t-test is the most common method t®Positive or negative) of an associatin.
determine whether the observed differenddultiple regression analysis is most often
in the means of two groups is statisticall%‘seOI in large complex studies in which
significant®® Different types of t-tests arethere are multiple independent variables
used depending on whether the two grougdd a single dependant variable. Multiple
are related. An “unpaired” t-test is used ifegression analysis is a complicated statis-
the means of two unrelated groups are plical tool in which the variance within the
ing compared. If, however, a study lookedalues assumed by the dependent variable
at the pre- and post-effect of treatment oni® compared and analyzed not only as
group of people, the data are “paired,” an@gainst _the variation within th_e mdepen—
a paired t-test would be used. A t-test c#ent variables, but also as against the inter-
be used in one and two-tailed testing.  action among the independent variafifes.

If the study sample size exceeds 30, thenMultiple regression analysis is helpful
a z-test is uset.The z-test is almost iden-Pecause it enables researchers to study sev-
tical to the t-test, except that it uses a nofral different explanatory variables, as well
mal distribution as its model, rather than 8s the effect of the interaction between

t-distributions” these variables. For example, suppose a re-
searcher wants to determine not only
3. Analysis of Variance (F) whether the gender of a lawyer (inde-

pendent variable 1, or IV1) affects the
Analysis of variance (ANOVA) is simi- lawyer's salary (the dependent variable),
lar to a t-test in that it is used for continubut also whether the size of the firm (IV2)
ous data, but it allows one to determing which the lawyer works affects salary,
whether the relationship betweanore andwhether the lawyer's work experience
than twoindependent groups and the deaffects salary (IV3). Multiple regression al-
pendent variable is statistically signifidlows the researcher to determine the rela-
cant® For example, to determine whethetionships and interaction between all of
there is a difference among the salaries tifese different variables.
African-American, Hispanic-American, A typical result may show that gender
and white lawyers, a researcher would usdfects salaries significantly (men earn

53. Id. at 357In a 2x2 chi-squared test, it couldproaches normalcy, but has more variability.
take as few as 20 subjects to have the minimum nédcCLAVE & DIETRICH, supra note 26, at 233.
essary. For a 3x2 chi-squared, it would take at least56. HENNEKENS & BURING, supra note 14, at
30 subjects, for a 3x3 chi-squared, it would take &58.
least 45 subjects, and so on. 57. McCLAVE & DIETRICH, supra note 26, at

54. If the researcher has less than five subje298.
per cell, then another statistical test is the “Fisher’s 58. Id. at 298.

Exact Test.” HNNEKENS & BURING, supranote 14, 59. AETCHER, supranote 7, at 191.

at 357. However, the Fisher’s Exact Test can be used60. Daniel L. Rubinfeld,Reference Guide on
only in a 2x2 table. It could not be used in the exMultiple Regressionjn REFERENCE MANUAL ON
ample above, which is a 3x2 table). SCIENTIFIC EVIDENCE 419, 427 (Federal Judicial

55. HENNEKENS & BURING, supra note 14, at Center, 1994).

246. The t-test is based on a distribution that ap-
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more than women), experience signifi- PRACTICE POINTERS
cantly affects salaries (the more experi; ,
ence, the larger the salary), and that firr‘%‘ Introduction
size affects salaries (the smaller the firm, The effective use of biostatistical data to
the less compensation). The results alsttack plaintiffs’ experts’ testimony begins
may show that there is an interaction bén the experts’ depositions. At that stage,
tween two or more of these variables. Thatefense counsel must ferret out the as-
is, increased experience affects women&imptions and the raw data from which
salaries more than men’s (the gap betwesnccessful challenges can be asserted under
the salaries of the two genders narrows &aubert, and if the Daubert challenge
experience increases), or that increased dais, to impair in the experts’ credibility
perience has a relatively negative effect dmefore the jury at trial. If the raw data and
small-firm lawyers as compared to largeassumptions are not discovered at deposi-
firm lawyers (the gap between the salarig®n, it may not be possible for defense
of large-firm lawyers and small-firm law-counsel and their experts to convincingly
yers widens as experience increases). demonstrate in ®aubert proceeding or at
Another aspect of multiple regressiotrial the erroneous nature of the statistical
analysis is that, unlike the other statisticalata on which the expert relies. In prepar-
tests discussed, multiple regression analytg for an expert's deposition, counsel
sis provides a model by which a researchshould already be thinking about ways to
can predict how a dependent variable withallenge the expert’s biostatistical data.
be effected by changes in one or more of There are a number of ways in which
the independent variabl&sFor example, defense counsel can attack plaintiffs’ ex-
suppose the study described above operts’ biostatistical data, beginning with
tained only information on the effect of thestudy design up through, and including, the
first 10 years of experience on a lawyer’statistical analysis of the data. Although
salary. Multiple regression analysis wouldhe need to cross-examine plaintiffs’ ex-
provide a formula so that the research@erts on biostatistical evidence in order to
could make a prediction as to the effect @&fssert a successiDhubertchallenge prob-
15, 20 or 30 years of experience. ably would not be questioned by many trial
There are various forms of multiple relawyers, many litigators, particularly after
gression analysis. The correct approach deviewing the statistical concepts presented
pends on a variety of factors, such ambove, might question the wisdom of
whether the dependent variable is contineross-examining an expert at trial on bio-
ous or discrete. Multiple regression analystatistics.
sis may be either linear or non-linear, de- One might reasonably argue that such a
pending on whether there is reason to beross could not be understood by the jury
lieve that changes in the independent vaind would therefore bore them, and if the
able may have differential effects on theross was ineffective, it might enhance the
independent and dependent variabtéghe expert’s credibility. But, read on.
sophisticated nature of multiple regression
analysis usually requires counsel to haveBa When to Cross-examine
statistical expert evaluate the statistical evi- There are cases in which an expert who

e ToeCor o e oRBosig eXPert s on staisically fawed data shou
the data Rot be cross—examlned_on th_e biostatistical
' data. These are cases in which the data are
not central to the expert's opinion, the trial
judge is unwilling to control an argumen-
61 1d. at 420. tative and evasive expert, the jury has
62. Id. at 424 n.16, 427. exhausted its ability to absorb any more
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complex scientific information, and theflaws in the study design render the data

cross-examiner is not comfortable withnvalid.

his or her knowledge of statistical prin- In some cases, experts rely on others to

ciples. analyze their data statistically. These ex-
Do not, however, underestimate the ayperts are susceptible to an effective cross

thoritative and persuasive sounding natu the statistical errors in their data. If the

of statistical data when deciding whether terror is such that it invalidates the data, the

attack a plaintiff's expert on biostatisticaexpert’s inability to defend the data may

data. Left unchallenged, that evidence ca@use jurors to question his qualifications.

easily and falsely impress jurors because ofFinally, experts who mislead jurors by

the “power” of numbers. Something asonfusing concepts of statistical signifi-

simple as a decimal point often makes @ance (95 percent probability) and the bur-

“fact” sound more definite. Reporting aden of persuasion (51 percent preponder-

value of 25 sounds less impressive than rance of the evidence) must be attacked on

porting it as 25.765. cross-examination. This is discussed more
There are cases in which an expert’s relully later.

ance on erroneous statistical data must bdn each of the above instances, defense

attacked on cross-examination. Such irfounsel often does not have the luxury of

stances include, but are not limited toyaiting until their own experts testify to

when: dispel the erroneous impressions left with
e The statistical methodology used byhe jury by the plaintiff's expert. The next

the expert renders his testimony unreliabfection discusses how to determine from

and subject to exclusion und@aubert. what the expert has said, what is subject to
e An expert is not knowledgeable aboudttack.

statistics and demonstrates a lack of under- . _

stand of the statistical basis of the opinior;- How to Find Errors in

thus offering a means to exclude the testi- Statistical Data

mony at trial for lack of proper foundation 1 Talking Back

and/or to undermine the expert’s credibility _ _ ) .

with the jury if the testimony is permitted. ~ When reading an article or listening to
e The premise of the expert’s opinion i§N expert testify, there are questions de-

data that, although analyzed with corredgnse counsel should ask whose answers

methodology, are nevertheless done incofdll suggest whether the testimony is rea-

rectly. sonably sound statistically. Darnell Huff

e The expert asserts that “highly statistioffers the following five simple, yet effec-

cally significant’ data at the 95 percen[ive guestions to ask before accepting sta-

i 3
confidence level far exceeds the relativel§Stical date

meager 51 percent preponderance of the® ~Who says so"? [Look for bias, both

evidence standard applicable in civil case§2NScious and unconscious. Is the propo-

and therefore has “proven” the plaintiff’snent of the data biased or is there bias in
case with scientific objectivity. the manner in which the data are pre-

2 i 2
An expert who relies on data that are n ented? Was unfavorable data withheld~

statistically significant or, although pur- oes the witness possess the statistical

orting to be statistically significant arekakmge o do the analysis?]
porting y si9 ’ e “How does he know”? [Was there

invalid because of flaws in the study def)ias in the sample or the way the data were

isign, iﬁ_ha f(ano![iderl]te 'for talf[betr_t chal- collected? Was the sample large enough
enge. The key to having the testimony ex- N
cluded is being able to demonstrate that t)rﬁ%r the result to have any meaning? Is a

statistical methodology used by the expert
was inappropriate or that fundamental 63. HurF, supranote 13, at 123-42.
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claimed correlation large enough to be imbecause his batting average is statistically
portant?] significantly higher than B’s. The expert
e “What is missing?” [Statistics, such agurther explains that since there is only a 1
percentages, are generally meaninglepsrcent chance that his opinion could be
without raw data. Claimed correlations bewrong, he has “scientifically proven with
tween two variables should not be takecertainty” that at the “relatively low” 51
seriously if the standard error (SE) or staqpercent preponderance of the evidence
dard deviation (SD) of the estimate has nstandard, A is better than B.
been given. Was the best measure of theWithout any training in statistics, most
“average” chosen to explain the data?] baseball fans would instinctively reject or
e “Did someone change the subject"at least distrust this conclusion because of
[Look to see if the raw data has beetwhat is missing"—the raw data. An ex-
switched in the conclusion. For examplegyert’s claim that data is statistically signifi-
are reported changes simply due to redefinant, without revealing the raw data, is
ing what is being reported.€., crime) meaningless. The misleading nature of the
rather than a true change? Surveys are bfaseball average opinion is revealed by
ten misinterpreted. For example, a survdgoking at the data. If the expert’'s analysis
of voting habits represents only whatvas based on A and B each having 500
people say they did, not what they actuallglate appearances, depending on the stan-
did. Look for validation of survey data.dard deviation, a five point difference in
Huff cautions, “One thing is all too oftenaverage would be statistically significant.
reported as another.”] If an expert is not forced in cross-exami-
e “Does it make sense”? [Is a statistination to reveal the raw data—in this in-
based on an unreasonable and/or unprov&iance, the actual batting averages—the
assumption? Has the statistic been apry will be misled into believing that a
cepted because the “magic of numberddrge (“significant”) difference exists be-
caused a “suspension of common sense”3jveen them. Several jurors, however, if
The following hypothetical demonstrategjiven the raw data, would not agree that a
the effectiveness of Huff's questions. Thdifference of .005 in batting averages, al-
hypothetical demonstrates that simple exhough “statistically significant,” is a suffi-
amples can be used in cross-examinatiaient basis from which to conclude that A
and with defense experts to explain diffiis better than B.
cult statistical concepts to jurors. Conversely, suppose the expert told the
Assume the plaintiff's expert is asked tqury that the difference in the averages was
offer an opinion on whether baseball playasver 100 points and that the difference was
A is a better hitter than player B. The exstatistically significant. This opinion also
pert begins by explaining to the jury whatould be misleading since the statistical
the batting average means and how the aignificance could have been achieved with
erages (mean) of the two batters were coness than 50 plate appearances. Again, sev-
puted. He then explains that the averagesal jurors would not accept the expert's
were analyzed statistically to determinepinion that A is a better hitter than B once
whether the difference was “statisticallythey learned from the raw data that the sta-
significant.” The expert explains that untistically significant result was based on so
like the 51 percent burden of proof in dew plate appearances.
civil trial, the scientific burden of proof is Finally, assume that the expert explains
considerably more stringent at 95 percentthat his opinion is based on a 50 point sta-
By mathematically comparing the twatistically difference in batting averages,
batting averages, the expert boasts that Wih each A and B having had 400 plate
has been able to “prove” to a 99 percemtppearances. Even this data, although
level of “certainty” that A is a better hitterseemingly complete, might be misleading.
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For example, the jurors might not acceptill increase the probability of finding a
the expert’s opinion if they learned that theignificant result.

expert had included 100 at bats that A had

in the minor leagues in the calculations. c¢. Has the Data Been Analyzed and

Additional important variables that could Explained Fairly and

affect the jurors’ interpretation of the testi- Accurately?

mony include whether there was a sub-
stantial difference in B’s run production,

Svise%']t;’ lersllillgvgrApsag\l/g?agg ?gigﬁéd?? stically _S|gn|f|cant results may use incor-
part, to having better hitters before and a ect statistical tests to create a significant
ter him in the batting order. esult. The first step in analyzing whether
the correct test has been used by the expert
is to determine if the data is continuous or
discrete.
a. Statistical Evidence Is No Better Unfortunately, by the time a deposition
than the Model That Produces It  is taken, counsel may find that the raw data
o longer exists. This effectively prevents

If the null and alternate hypotheses we .
not properly formulated, then the experi% defense expert from analyzing the data.

mental model selected to study the null aA aslllje%gecacsc?usﬁsg‘l sr?c?d}lc?%g\)/emf(‘)ugicr:tlude
alternative hypotheses will have produce " :
flawed data. If the null and alternative hyrg € expert's testimony on grounds of spo-

Is the biological data continuous or
iscreet? An expert who wants to find sta-

2. Statistical Concepts to Consider

ation of evidence. An expert who has dis-
potheses were properly formulated, co arded or otherwise claims not to have the
data is fundamentally no different

from an expert who destroys physical evi-

assume that an expert has testified that ﬁ?hcee .r 5%23; I?nnar?;c/ t?guftép@?flsgit\?:tgﬁgy
implant is toxic based on a statistically sig- S )
nificant reaction in animals exposed to th%t?ﬂt:t\ilg)zoofhg\?i dt;enecr; prejudiced by the de
implant relative to the negative controls. | '

the animal model chosen for the experl—]c Is the data normally distributed or

ment reacts to the physical properties Lkewed?Discrete data generally is not nor-

tcr;]in']riggllanrtc; grsti eilsgnggrllirues(ijorrr?hgt 'tt ally distributed. Most biological data that
prop ’ continuous is also generally not normally

observed effect resulted from a toxic reacy. -~ - :
tion would be erroneous. istributed?* Although skewed continuous

data can be mathematically transformed to
: , normal data, experts may forget to trans-
b. Was the Data Collection Biased? form skewed data and improperly analyze
Biostatistical data generated in studiedata by a statistic method appropriate only
that are not blinded are suspect and provifler normally distributed data. In such in-
a fertile area on which to cross-examine atances, a proper analysis may destroy an
expert. Jurors can easily understand the efpert’s claim of statistical significance.
fect of bias if it is explained to them by The converse also is true. It is not inap-
using, in cross-examination, examples sugitopriate for experts to disregard outliers
as theliterary Digest poll. Some jurors and by doing so conclude that data is nor-
will perceive a study as unfair, if not dismally distributed. What is inappropriate is
honest, if the interviewer who solicits in-when an expert, after claiming that data are
formation from test subjects knows the
study hypothesis and therefore is better
able to formulate questions in a way that 64. R.eTcHER supranote 7, at 33-34.

sider whether the experiment designed
test the hypotheses was flawed because
bias, size, confounders, etc. For exampl



Page 52 DEFENSE COUNSEL JOURNAL—January 1999

normal by excluding outliers includes thereased in coffee drinkers. An ethical re-
outliers in the statistical analysis andearcher in this situation must either cor-
claims statistical significance based on difect for the multiple comparisons or at least
ferences created by the outliers. acknowledge that the result was one among
multiple comparison&. Often, however,
Did the expert use the correct “aver- the fact that multiple comparisons were
age” in presenting the data?Biological performed is not revealed in researchers’
data frequently are characterized by outlarticles.
ers that have a disproportionate effect on A claim of statistical significance based
the mean of the group. An expert when having performed multiple comparisons
wants to say that a difference exists béer which there has not been statistical ad-
tween two variables will perform a statistijustment is methodologically incorrect and
cal comparison by using the mean rathgubject to @aubertchallenge.
than median value. Defense counsel can ef-The mathematical basis for challenging
fectively demonstrate the unfairness of thighe results of multiple comparisons is not
approach by plotting the data on a scattgftuitively easy to understand. At a 95 per-
diagram. This will show that, except forcent confidence (true positive) level, the
the few outliers, there is no real differencgrobability of getting a false positive result
between the vast majority of the controds each of the 20 comparisons is analyzed
and “exposed” groups. The theme of thig 5 percent. However, if after all compari-
cross-examination when an expert uses tBgns are done, only one is statistically sig-
wrong “average” is, “A difference is a dif-nificant, the probability that the one posi-
ference only if it makes a differenc®.” tive finding (in the group of 20) is falsely
positive is not .05 but .64, well above the
Is a claim of statistical significance the |eve| of statistical significance.
result of multiple comparisons?Assume  This is because in a group of 20, the true
that a researcher believes that drinking tWepsitive rate for any one comparison is
or more cups of coffee a day is unhealthys (or .36). The corresponding alpha
but is unsure what the adverse health efr false positive rate increases to .64
fects are. The researcher might study this. 36=.64). To correct for the multiple
hypothesis by designing a cohort study ifomparisons, one would divide the original
which one group of coffee drinkers is comp y5|ye by the number of comparisons that
pared to a control group of non-coffeguere done. Only if the adjustétivalue is
drinkers. A number of dependent varlableéqua| to or less than .05 can an expert
are then followed for each of the exposegsim statistical significance.
and control subjects, such as high blood prom this simple calculation, one can see
pressure, nervousness, cancer, etc. At et when multiple comparisons are done
end of the study, each of the outcomgngy no correction is made for them, a
events (dependent variables) is evaluatgfhimed significant positive result is most

to see if coffee drinking is statistically sigy ohaply not correct and can be effectively
nificantly associated with an increased ratgcked.

for any of them.
Assume that in a group of 20 compari- W

sons, an expert finds one event—say hezixrt as the data the expert claims is sta-
rate—that is statistically significantly in-uoucally significant generated in a pilot
study? It is not always obvious whether

the data on which an expert relies were
65. HUFF, supranote 13, at 58. ~generated in pilot studies. Authors of pilot
66. “Data dredging” is the process by which a’tydies often concede that their data are

investigator performs multiple comparisons of dat . .
to find a statistical association between a number @Fe“mmary' In fact, such studies often call

independent and dependent variables. for further studies to confirm their results.
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Generally, the problem arises not from thigEom a statistically significant correlation.
pilot studies, but from papers that are writAssume a statistical correlation exists in
ten subsequently and that inappropriatehats between exposure to freon at 700 ppm
refer to the pilot study as having producednd hair loss. The statistical correlation,
data that is statistically significant. Not inhowever, is only true for the dose that pro-
frequently, it is the second paper on whictluced the effect. An expert should not be
an expert relies to support the claim of stgermitted to assume that a statistical corre-
tistical significance. lation exists at other dose levels in differ-
To ensure that plaintiffs’ experts do noent animal models or humans. To demon-
pass off preliminary data as confirmatorgtrate this point to jurors, use a simple ex-
data, defense counsel must read the origimple of a strong positive correlation be-
nal study that generated the data to detdween rainfall and crops. Assume that four
mine if it has been properly interpreted. Déches of rainfall is correlated to six-foot
not assume that the peer reviewers wiglorn stalks. Jurors would laugh at an expert
have checked secondary references. who opined that based on this data, one
could conclude that eight inches of rain
Assuming the data are statistically sig- Would produce 12-foot corn stalks. As silly
nificant, are they biologically signifi- as this example may be, it is, unfortunately,
cant? The mere fact that data are statist0t substantively different from what is of-
cally significant does not mean that the{en heard in toxic tort and product liability
are biologically relevant or important. ExCases.
perts who declare that a statistical associa-
tion exists between two variables often use Have the data been demonstrated
post hoc reasoning to conclude that the r@taphically in a way that is misleading?
lationship must be causal because e Jurors learn better fr_om v!sual images.
value is very small. Consequently, presenting evidence through
An effective way in cross-examination tg* Variety of visual mediums (videotape,
demonstrate that one cannot necessarfi}des, computer animations, etc.) helps
conclude that simply because there is Hem better understand what they are being
high statistical probability that an associg®ld: In much the same way, it is more ef-
tion is not due to chance (a loi value '€ctive when describing scientific data to

less than .05) is to use examples of higth'OW it graphically. Not surprising, experts
statistically significant correlations that ar@'esent data graphically in ways that distort

completely spurious. For example, earligfs true eflfect. e is shown in Ei
in this century, a statistically significant A SImple example is shown in Figures 5

correlation existed between the salaries &f'd 6- By simply expanding or contracting

Massachusetts ministers and the price Bf¢ scales of the graph, depending on the
effect one wishes to achieve, a consider-

rum in Havand’ This is a good example to blv. diff icual i ¢ the d .
use with jurors because most would undef2!y difterent visual image of the data Is

stand that it would be silly to assume cafreated:
sality between the two factors simply be-
cause of a statistical significant correlation.
Incidentally, the variable that created the
correlation, but was omitted from the
analysis, was the fact that at the time there
was worldwide inflation. That affected
both ministers’ salaries and the price of
rum in Havana.

Another approach by plaintiff's experts
is the unfair extrapolation of a conclusion 67. Hurr, supranote 13, at 90.
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Figure 5 plain away the data. This is often done by
the expert with a post hoc power analysis.
As previously discussed, power refers to

- the probability that a study will detect, at a

; \\_\ level of statistical significance, a difference
o between two groups when a true difference

» exists. The expert explains that the nega-
W tive study is uninformative and therefore
Disgoois 35 not inconsistent with his opinion because
P the study did not have sufficient power to

" detect the difference that he knows exists.

10 Post hoc power calculations are not stan-

, dard methodology for interpreting data and
L should be strenuously objected to under

Daubert

Power calculations are an important tool
for designing a study. They help research-
ers know the probability that certain condi-
75 g tions (study size, disease prevalence) will
be able to find a difference, if one exists.
But power “is exclusively a pretrial con-
cept; it is a probability of a group of pos-
sible results (namely, all statistically sig-

Figure 6

70

Age nificant outcomes) under a specified alter-
Diagnosis native hypothesis. A study produces only
6 one result.%®

Once a study has been done and the data
are obtained, the actual data are the best
measure of determining what was shown,
T3 3 4+ s ¢ 7 s s o hotconclusions reached by post hoc power
Years of Survival anaIySiS .

The unstated rationale for the calculation is
roughly as follows: It is usually done when
Has the expert used a post hoc power the researcher believes that there is a treat-
calculation in an effort to discredit data  ment difference, despite the non-significant
that doesn’t support his opinions? Ex- result. She uses the [post hoc power calcula-
perts who want to tell a jury that a causal tion] to prove that the study result was too
relationship exists between a drug or de-Small to “detect” [the result the expert be-
vice and a disease are often confronted!i€ve exists] and therefore the experiment's
with epidemiologic studies that fail to find negative” verdict is not definitive, that is, it
that the exposure produced a statistically does not eliminate the possibility of the .. .
S ! . . difference being real.
significant increased relative risk of the

. N C There are two reasons why this exercise is
disease. Faced with “negative” data, the ynnheipful. First, it will always show that

plaintiff's expert must find a way to ex- there is low power (less than 50%) with re-
spect to a non-significant difference, making
tautological and uninformative claim that a

study is “underpowered” with respect to an

68. Steven N. Goodman & Jesse A. Berliie  ghserved non-significant result. Second, its

Use of Predicted Confidence Intervals When Plan- . L
ning Experiments and the Misuse of Power When fationale has an Alice-in-Wonderland feel,

Interpreting Resultd 121(3) ANNALS OF INTERNAL and any attempt to sort it out is guaranteed to
MED. 201 (August, 1994). confuse. The conundrum is a result of a di-

60
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rect collision between the incompatible preeredibility with the jury by telling them
trial and post-trial perspectives. that the relied-on data was statistically sig-
nificant but not at the 95 percent level,
uickly pointing out, however, that even at
e lower level (90 percent), the evidence

proving a scientific hypothesis. It is not 4> comPelling since the legal burden of

- : fis “only” 51 percent.
substitute for supporting data for an expef2°" 1S . . . .
to say that data inconsistent with the theo}:}}/The first step in refuting this testimony is

In aDauberthearing, the plaintiff carries
the burden of proving the assertions mad
just as a scientist carries the burden

expounded are not sufficiently statisticall .ns‘:egﬁ};?d:[‘getgrf]Sséaé[hsr:;(é?ilntaﬂgit\‘/??gté aﬁ\/t
strong to disprove the theory. When the v .
d b y that by reducing the confidence level to 90

are data to support the expert’'s opinion— ; e eV
that is, epidemiologic studies fail to find afpercent, data that is otherwise insignificant

increased risk of disease—it is irrelevarg@" Pecome statistically significant. 1t is

for the expert to opine that “neqative” dat§asy t0 jump to the erroneous conclusion
b P g at at 90 percent the results must be “less

lack statistical power to disprove his opin= ; .
ion P P P certain,” and therefore the expert is wrong

Counsel should strongly object whent© claim that by reducing the confidence

ever an expert says that a study had insuffg/€! from 95 to 90 percent, the data be-
omes significant. This interpretation,

cient power to detect the difference he b% gni retatior
: ; owever, is incorrect, and arguing it will
lieves exists. .

not block the testimony.

When data are reported at the 95 percent
confidence level, it means that alpha has
been set at .05 (5 percent). When the confi-
nce level (true positive rate) is reduced
90 percent (and alpha is correspondingly
reased to .10), the confidence interval

ets smaller. In other words, at 90 percent

Has the expert created a statistically
significant result by decreasing the con-
fidence level?Plaintiffs’ attorneys and ex-
perts often mislead jurors and judges b
confusing and misusing concepts of th
burden of persuasion and the 95 perce
confidence level. The expert typically ar9es X
gues that his data ought not be judged mte_rval has narrowed so t'hat the inves-
the 95 percent confidence level becaydlgator is 5 percent less certain that the re-
that level is not relevant in a civil trial,SUlt Was not due to chance. .
contending that although the scientific ' NS approach, if disclosed in the
community demands a very high level o xpert's deposition, should be attacked in a

“95 percent certainty” before an observe aubert hearing. The corr?ct argument is
association can be considered as real, thial contrary to the expert's testimony, the

burden in a civil trial is considerably lower > Percent level is the minimal acceptable
at 51 percent. level at whlqh data can 'be proved signifi-
If permitted, the expert will demonstrat&@nt Figducmg tthe cogﬂd_er;ce ;evel to 90
graphically that the 51 percent level (reprd2€CeNt 1S atn ex re(;neh e\l/éablon FO”t‘ s(,jmen-
senting the preponderance of the eviden gcgonger][ lon and should be rejected un-
standard) lies far below the 95 perce e_lr_ i‘.J er that scientific evid .
level of scientific probability. The expert . ' €Stmony that scientific evidence in a

explains that the scientific standard of 9§Vl trial need not meet the stringent 95
percent level confuses issues of admissibil-

there is nothing inherently scientific aboufly With the burden of persuasion. Just as a
ay witness is not permitted to guess or

hat i n istically si
data that is proven to be statistically si seculate, an expert should not be per-

nificant at the 95 percent level, compareﬁ itted t 167 about lati
to data that is statistically significant at 9fNitted to guess (opine?) about speculative

percent.
The expert often will attempt to enhance g9, |4. at 202.
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scientific “facts.” Testimony from an ex- Conversely, if the researcher was not
pert about scientific data that do not meeible to find, despite using a one-tailed test,
accepted scientific standards is just abkat the difference in heart rates among
speculative, from a scientific perspectivesugar consumers was not statistically sig-
as a lay witness’s guess about what mayficant, this is compelling evidence
have happened. Only scientific data thagainst the alternative hypothesis that
meet the scientific convention of 95 persugar causes increased heart rates. If a
cent are admissible to be considered by tipdaintiff’'s expert has analyzed data using a
jury, with all the other evidence, in deterone-tailed test and is not able to obtain sta-
mining whether the totality of the evidencdistically significant results, do not permit
meets the plaintiffs’ burden of persuasion.the expert to dismiss the importance of the
data when telling the jury that the study
Has the expert improperly used a one- Simply wasn't large enough to reach statis-
tailed test? Experts sometimes manufactical significance.
ture statistically significant data by im-
properly using a one-tailed test. As showR. Strategies to Increase the Effective-
above, a one-tailed test produceB walue ness of the Cross-examination
one half as large as a two-tailed test. It is, on Biostatistical Evidence.
therefore, twice as easy to achieve StatIStI-An increased confidence in statistical

cal si_gnificance with a one-tail_ed_ test. It i?knowledge and understanding statistical
considered the weakest statistical data, rgon should improve defense counsel’s

The problem is not, however, with the te%’fbility to find the weaknesses and errors in

itself, but rather it is the post-hoc MaMN€atistical data relied on by a plaintiff's ex-

'n'x\vshs'ﬁ?ng I:muz?(d§r¥ Eg{;}%gg?ﬁ;&su ar ert. How best to employ that information
P 9 nd confidence?

fects the heart rate. The null hypothesis There is nothing about biostatistical evi-

would be that there is no relationship be; nce that lends itself to a unique approach

h . d
Lﬁg?tnr;zga;ﬁggsltﬂ;ggnh arg:h'ensci;e?s&q?cross-examination. Strategies that are ef-
) yp gctive in cross-examining experts on other

b‘? that there is a d_|fference .W'thOl.Jt SP€orms of complex scientific evidence work
fying whether the difference is an INcreasg ually well. For those lawyers less experi-

g; atljesc‘igegfsteh erZ?aﬁga%pggtg t?/\tgtltz?lg% ced in cross-examining experts on scien-
y ic concepts, these suggestions may help

; Ctfi
:ﬁ:&' @]sesu dr}}?e?emg-tzl?\?vetzit ?ﬁgsezoggg%hance the clarity and effectiveness of a
P 0Sss-examination.

and control groups is statistically signifi-C

cant. Rather than reporting the non-statisti- . .

cal results, the researcher may be tempted- ILEJste tl;p%ng]atlgnal Questlgnls to

to reformulate the alternate hypothesis to tasngetl)s‘;‘ Sta?istiL(J:ra?I;)Sir?arl]l Zirr?por-

postulate that sugar increases the heart rate Data Correct] y yzing

and re-evaluate the data using a one-tailed y

test. By doing so, the expert may obtain Planning trial cross-examination of an

statistical significance. This practice ixpert on biostatistical evidence begins

not considered appropriate methodologwith the deposition of the expert. If the

among statisticians and should be attackeéposition was done properly, experienced

underDaubert trial counsel will have a sense of what
points can be made on cross-examination
that relate to the erroneous biostatistical

70. Kaye & Freedmansupra note 3, at 383 data relied on by the expert. Regardless of
n.157. the points made in the deposition, however,
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sophisticated litigation experts who undersubjects more understandable and enter-
stand that their testimony may not be adaining to the jury.

missible if it is not shown to be reliable

under Daubert will probably concede the 3. Use Visual Aids in the

purpose and importance of properly statis- Cross-examination

tically analyzing data. To the extent possible, defense counsel

Beginning the cross with foundational hould incorporate visual aids in the cross-
guestions regarding the importance of st%— amination. For example, it would be

tistics serves at least two purposes. First,\) ry difficult for jurors to understand the
gives counsel an idea whether the expe ference between one-tailed and two-

appears to be uneasy about responding . . , .
statistical questions. The expert’s ret— led tests without using a visual aid.

sponses will suggest whether more Sophiglmllarly, if the plaintiff's expert has relied

ticated questions might be productive n outliers to produce a result, the most

(E;ffective cross-examination may be to sim-
I

Conversely, if the expert is evasive and a ; A
gumentati\B//e and if thpe trial judge does n y show the jury the correct _dls_trlbutlon of
e data. At worst, the plaintiff's expert

fonal ubstions, these acior suggest Ot concede the accuracy of the de-
q y 99 nstrative exhibit. This puts the expert's

further questioning may not be productive.

: -~ .. credibility directly at issue when the de-
However, when the expert's Statlsnca?[nse expert later explains why the plain-

error is fundamental and critical, counse€l;,, . -
may elect to proceed with the statistic% ﬁ;; expert was incorrect and misled the

cross-examination even if the court is n
controlling the expert. In such situations,
counsel’s points probably are not going to
be immediately clear to the jury. The
record created by the cross, however, will One danger for lawyers who develop ex-
give the defense expert a basis on which pertise in scientific disciplines is a ten-
explain how the plaintiff's expert's testi-dency to demonstrate their knowledge by
mony was misleading. To minimize juryengaging in cross-examinations that are
impatience with a cross-examination that isnderstood, at best, only by the experts.
not yielding understandable and meanind¥hile demonstrating one’s proficiency in
ful concessions, defense counsel shoustience is important in establishing cred-
alert the jury in the phrasing of the quedbility with the court, the jury and the op-
tions that defense experts they will hegrosing expert, it is surprisingly easy to be-
later in the case will be commenting or crieome boorish and ineffective when the
tiquing the plaintiff's expert’s testimony. cross-examination becomes nothing more
than a clash of egos. Unless the cross is
2. Educate Jurors by Using Examples being done only for the appellate record, a
Relevant to Their Lives prolonged, boring and complex cross-ex-
mination damages one’s case more than it
Ielps, regardless of the technical conces-
ions that are ultimately obtained. The sig-
ificance of the concessions will be lost on
e jury.

4. Keep the Statistical Cross-
examination Short and Simple

Throughout this article, examples hav
been offered that will help defense couns
explain statistical concepts to jurors i
simple terms. Baseball averages, rolls
the dice, and correlations between the pri
of Havana rum and minister’s salaries are
examples that can be incorporated into a CONCLUSION
cross-examination to educate the jury. Biostatistical evidence, both because of
Teaching by analogy is effective, in partits mathematical foundation and forebod-
because it allows counsel to make difficuling jargon, is often overlooked by defense
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counsel when planning the attack on plaitnfamiliar with the statistical basis on

tiffs’ experts’ opinions. This is a mistakewhich the data he discusses is predicated.

particularly in light ofDaubert Expert tes-  Although sophisticated statistical con-

timony that relies on statistical data genecepts may be beyond comprehension of
ated by inappropriate methodology is submany jurors, basic concepts that are critical
ject to exclusion undddaubert Similarly, to an expert's opinion can be effectively
biostatistical evidence can be used effeexplained to the jury through simple ex-
tively at trial to impeach the credibility andamples and with the use of appropriate vi-
gualifications of a plaintiff's expert who issual aids.



